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Abstract

In this dissertation, we propose and study methods for information transfer within a swarm of mobile robots that coordinately move, or flock, in a common direction. We define information transfer as the process whereby robots share directional information in order to coordinate their heading direction. We identify two paradigms of information transfer: explicit information transfer and implicit information transfer.

In explicit information transfer, directional information is transferred via communication. Explicit information transfer requires mobile robots equipped with a communication device. We propose novel communication strategies for explicit information transfer, and we perform flocking experiments in different situations: with one or two desired directions of motion that can be static or change over time. We perform experiments in simulation and with real robots. Furthermore, we show that the same explicit information transfer strategies can also be applied to another collective behavior: collective transport with obstacle avoidance.

In implicit information transfer, directional information is transferred without communication. We show that a simple motion control method is sufficient to guarantee cohesive and aligned motion without resorting to communication or elaborate sensing. We analyze the motion control method for its capability to achieve flocking with and without a desired direction of motion, both in simulation and using real robots. Furthermore, to better understand its underlying mechanism, we study this method using tools of statistical physics, showing that the process can be explained in terms of non-linear elasticity and energy-cascading dynamics.
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Chapter 1

Introduction

Robots are nowadays an essential gear in guaranteeing that our society remains functional. Many tasks faced by humans are today performed by robots. Examples can be found in many sectors of industry, from food processing to advanced technology and car manufacturing. These tasks are characterized by a set of well-defined operations that, when carried out by robots, can be performed at a faster pace.

There are however other tasks for which robotics does not provide yet a complete solution but for which research is still ongoing. Examples of such tasks are large area exploration and data gathering, surveillance (e.g. of facilities, of crowds, of large human events), search and rescue, mine-clearance, monitoring of natural disasters (i.e., floods, fires) and of accidents (i.e., plume of toxic gas tracking, concentration of pollutants measuring), and many more. All these tasks are carried out in a non-structured environment which might change over time and require a degree of flexibility and autonomy that cannot be found in industrial robots. Furthermore, given their space and time extension, these tasks are more efficiently tackled by large groups of autonomous robots rather than by a single robot with complex hardware: groups of robots can cooperate to cover larger areas, can work in parallel to increase efficiency and can exhibit redundant characteristics to increase fault tolerance. A promising approach for controlling a large groups of autonomous robots is represented by swarm robotics.

Swarm robotics is the study and the design of collective behaviors for swarms of autonomous robots that can be used to tackle tasks that require high degree of autonomy and flexibility (Şahin, 2005; Brambilla et al., 2013). In swarm robotics, the desired collective behavior results from local interactions between the robots themselves and between the robots and the environment. Swarm robotics collective behaviors are flexible (with respect to different environments), robust (to robot failures)
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and scalable (to different swarm and problem sizes). These three properties are promoted by the working principles of swarm robotics, that are self-organization and local interaction as opposed to centralized coordination and global communication.

The research presented in this dissertation is motivated by the pursue of design methods for displacing large number of very simple robots in space. The work presented here summarizes some significant steps in the context of self-organized flocking, which studies the cohesive and coordinated motion of a group of robots. Flocking is usually studied by different research fields, including but not limited to biology, statistical physics, control theory and robotics. This dissertation presents novel contributions in the robotics (Chapter 4, 5 and 6) and in the statistical physics (Chapter 7) fields.

Coordinating the movement of a swarm of robots can be advantageous compared to relocating the robots one by one. For instance, a group of robots moving together can have a much increased sensing range compared to a single robot, and this might lead to improved performance in search and rescue or data acquisition tasks to be performed at a particular location in the environment. Additionally, a swarm of flying or underwater robots flocking together can produce an energy efficient motion, in the same way as reported by studies in biology for shoals of fish (Hoare et al., 2000) or flocks of birds (Newton, 2010). In dangerous applications, such as demining or in the military domain, a swarm of robots flocking together can lead to increased robustness, whereby the incapacitation of one or few of the robots can increase the level of alert of the other robots in the flocking group in order to minimize further losses and to enable the continuation of the mission. Finally, studying the principles underlying collective motion can also lead to applications outside robotics, such as the possibility to realize realistic and stunning computer simulations for the videogames or for the movie industry, as pioneered by Reynolds (1987).

In this dissertation, we put particular emphasis on the study of information transfer in self-organized flocking. Information transfer is a key process for the understanding of flocking (Sumpter et al., 2008), but also in general for the design of algorithms and methods for displacing large groups of agents or robots. In flocking, information transfer can be defined as the process whereby individuals share information about their orientation or their desired direction of motion.

In the remaining of this chapter we summarize the main contributions of this dissertation by describing the publications directly linked to its main topic: information transfer (Section 1.1). We then list our other scientific publications not related to this dissertation (Section 1.2). We conclude by describing how the chapters of this dissertation are organized (Section 1.3).
1.1 Original contributions and related publications

In this dissertation, we identify two possible mechanisms of information transfer in flocking: explicit or implicit. In *explicit information transfer*, robots equipped with communication devices can share directional information; in *implicit information transfer*, simpler robots that do not communicate explicitly are also able to self-organize into flocking.

In Chapter 4, we present experiments on explicit information transfer. The contents of Chapter 4 are based on the following publications. In the first, we developed the first information transfer algorithm that can be used in presence of a single static or changing goal direction:


In an extension, we considered the case where a second goal direction, with higher priority with respect to the first, is present. Here, the swarm needs to keep cohesion while moving either in the first direction or in the second direction when present:


We additionally considered the case in which two goal directions with equal priority are present:


In Chapter 5, we show how the same information transfer mechanism studied in Chapter 4 can be employed in another collective behavior: collective transport. The results of this work have been used in the Swarmanoid project (see Section 1.2) and have been published in:


Implicit information transfer experiments are presented in Chapter 6. The contents of the chapter is largely based on the following publication:


In the same chapter, we also consider the case in which the swarm is heterogeneous. Here, a part of the swarm uses explicit information transfer while the rest uses implicit information transfer. The results of this work have been published in:


In the context of implicit information transfer, we performed an analysis from the perspective of statistical physics. The analysis is described in Chapter 7 and is reported in the following two articles:


Finally, we published a paper that can be considered a short summary of Chapter 4 and 6:

1.2 Other publications not related to this dissertation

Here, we present our other scientific contributions done during the doctoral studies that are not related to information transfer in flocking and, as such, are not in the framework of this dissertation. The first important contribution is an extensive review of the swarm robotics literature. This review has been published in:


Our remaining publications can be divided in four categories.

**Machine learning**  The first category contains two contributions performed in the context of machine learning.

Our first contribution belongs to reinforcement learning. Reinforcement Learning (Kaelbling et al., 1996) considers an agent (i.e., a robot) that learns a behavior based on a reward obtained from the environment. We consider a sequence of learning tasks, and we tackle the transfer learning problem, whereby part of the solution of a task is transferred to the subsequent task in order to speed-up learning. We devised a generic method that allows automatic transfer of knowledge pertaining to the environment and to the objective. The results of this study have been published in:


Our second contribution within machine learning was performed in the context of evolutionary swarm robotics. We developed a method for the automatic design of swarm robotics collective behaviors that is based on the concept of grammatical evolution, a variant of genetic programming:

CHAPTER 1. INTRODUCTION

Opinion dynamics  The second category contains works related to opinion dynamics, which studies the dynamics of opinion spread in a group of individuals (Castello et al., 2009). In a first publication, we developed a simple opinion dynamics model based on particle swarm optimization (Kennedy and Eberhart, 1995). The model was used to achieve collective decision making (path selection) in a swarm of robots:


In a follow-up study, two other mechanisms for opinion dynamics were studied: the majority and the expert rules. The results of this study have been published in:


The majority rule was then further analyzed. We developed a test case scenario in swarm robotics involving a large swarm forming several groups of three robots. Each group had to perform collective transport and choose the shortest path in a double-bridge environment. This study also included an analytical model and was published in:


Other two opinion dynamics rules were developed. The first, called the k-unanimity rule, resulted in a yet to be submitted article and in one publication in a video proceedings:


- A. Brutschy, A. Scheidler, E. Ferrante E., M. Dorigo, and M. Birattari. “Can ants inspire robots?” Self-organized decision making in robotic swarms. In Intelli-

The second, based on a simple exponential smoothing rule, was published in:


**Group selection** In the third category, we place one publication in which we present a protocol able to select a single or a group of robots in a larger swarm of mobile robots using an aerial robot:


**Swarmanoid** The remaining category includes work that has been performed in the context of the Swarmanoid project. Swarmanoid was a Future and Emerging Technologies project funded by the European commission, which came to an end in November 2010. The project objective was the study and implementation of a distributed heterogeneous robotics platform composed of three types of robot: the eye-bots, which can fly and attach to the ceiling; the hand-bots, which can climb shelves and manipulate objects; the foot-bots, which can navigate on the ground and connect to objects or other robots.

The first publication presents the main results of the project:


---

1Swarmanoid project, [http://www.swarmanoid.org](http://www.swarmanoid.org), February 2013
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The Swarmanoid project was successful and ended with an integrated demonstrator showing cooperative foraging in a three-dimensional complex environment\(^2\). A video of the demonstrator has been published in:


For the project, we contributed to the development of a simulation tool called ARGoS. The ARGoS simulator, which we describe in Section A.2, has been used for executing most of the experiments presented in this dissertation. ARGoS is described in the following two publications:


1.3 Dissertation outline

The rest of the dissertation is organized as follows.

Chapter 2 introduces the context of our research. It gives an overview of what swarm intelligence and swarm robotics are, presents the biological background on information transfer and reviews the flocking literature from different points of view.

\(^2\)Swarmanoid: the movie, [http://www.youtube.com/watch?v=M2nn1X9Xlps](http://www.youtube.com/watch?v=M2nn1X9Xlps), January 2013
Chapter 3 describes the main methods used for information transfer in flocking. It describes the principles and methods used to achieve cohesion, the communication strategies used for explicit information transfer, and the implicit information transfer mechanisms.

Chapter 4 presents the results obtained with explicit information transfer. In all the experiments presented in the chapter, we assume that only few robots are aware of the desired goal direction to be followed. We present results of experiments with stationary and non-stationary goal directions, with one and two goal directions.

Chapter 5 presents an application of the principles behind explicit information transfer to another collective behavior: collective transport. We show how a mechanism similar to the one used in Chapter 4 can be used to achieve collective transport of an object to a goal location in an environment containing obstacles to be avoided.

Chapter 6 presents the results obtained in experiments with flocking with implicit information transfer. The chapter first presents experiments with hybrid explicit and implicit information transfer. It then focuses on implicit information transfer.

Chapter 7 analyzes implicit information transfer from another perspective than swarm robotics: statistical physics. We use numerical and analytical tools to further analyze the properties of flocking with implicit information transfer and to better understand the driving forces underlying the mechanism.

Chapter 8 concludes the dissertation with a summary of the main contributions and with several proposals for future research directions.

Finally, Appendix A describes the simulated and real-robot platforms used to carry out the experiments presented in this dissertation that are related to swarm robotics.
Chapter 2

Background and related work

In this chapter, we introduce the context in which the research described in this dissertation has been carried out.

In Section 2.1, we briefly introduce swarm intelligence. We define the research scope of swarm intelligence and the properties of swarm intelligence systems.

In Section 2.2, we introduce the main context of this research: swarm robotics. In doing so, we briefly review the collective behaviors that have been studied in the literature and the methods used to design and analyze such systems. This review is not intended to be exhaustive: the interested reader can refer to Brambilla et al. (2013) for a more complete review of swarm robotics.

In Section 2.3, we introduce the topic of information transfer putting particular emphasis on examples in biological systems. As with the chapters in this dissertation, we distinguish between signal based or explicit and cue-based or implicit information transfer.

Finally, in Section 2.4, we review the literature related to self-organized flocking, the main collective behavior studied in this dissertation. Self-organized flocking has been object of study for many disciplines since three decades. Mainly, flocking has been studied in biology, statistical physics, control theory, and robotics. In Section 2.4, we review representative contributions within these four disciplines.

2.1 Swarm intelligence

Swarm intelligence studies self-organizing, decentralized collective behaviors exhibited by systems composed of many locally-interacting individuals. Swarm intelligence focuses on both naturally evolved (Section 2.1.1) and artificially engineered (Section 2.1.2) systems. Both types of systems are characterized by several interesting and useful properties (Section 2.1.3).
2.1.1 Naturally evolved swarm intelligence systems

The most striking examples of swarm intelligence systems are represented by group of animals exhibiting complex behaviors (Camazine et al., 2001) (Figure 2.1). Social insects often manifest complex and astonishing collective behaviors. For example, many species of ants (Figure 2.1a) are organized in very complex societies. Parts of their colonies are allocated to environment exploration: they look for resources and collectively select the best or the closest resource to their nest (Beckers et al., 1990). Other parts of the colony are instead capable of collectively building very complex nests with tunnels and chambers for processing resources, growing food, and dumping garbage. These tasks are performed without any centralized decision-making mechanism. All the decisions are made in a purely distributed fashion, with individuals sensing each other via odor or interacting locally and indirectly via pheromone, a chemical compound that ants deposit in the environment. Hence, all individuals act locally with no clear picture of what is going on at the level of the colony. Other examples of complex behaviors in social insects are exhibited by honey bees (Figure 2.1b), which are for instance capable of regulating very precisely the temperature of their hive by modifying their own individual temperature (Stabentheiner et al., 2010).

Between humans and social insects we find many other species that exhibit another collective behavior: coordinated motion (or, as we will refer to in this dissertation, flocking). Examples of coordinated motion can be observed in birds (such as starlings - Figure 2.1c) and in fish (Figure 2.1d). These animals can aggregate and move together in very large groups that can expand, contract, change shape, escape from predators, all as if they were a single super organism (Krause and Ruxton, 2002). In these groups, there is no external guidance nor leader, although some individuals might possess better information and have developed a way to directly and indirectly transfer this information to the rest of the group (Couzin et al., 2005). Coordinated motion is also observed in other animals. Examples are: locusts that, by means of cannibalistic instincts, developed coordinated motion based on escape and pursuit behaviors (Bazazi et al., 2008); mammals such as sheep able to pursue coordinated motion initiated by few individuals trained to recognize food (Pillot et al., 2011); and human pedestrian crowds that have shown to exhibit global patterns such as lane formations without centralized coordination or explicit negotiation (Moussaïd et al., 2011). Coordinated motion is the main collective behavior studied in this dissertation.

From the biological perspective, the evolution of collective behaviors and cooperation in social insects is studied from the perspective of inclusive fitness (Hamilton,
2.1. SWARM INTELLIGENCE

According to this theory, the evolution of cooperation and swarm behaviors is promoted in these biological systems by having all individuals in a colony related to each other. This is because cooperation in spite of selfishness can be evolutionary favoured when individuals share the same genes. Thus, the emergence of self-organizing behaviors is perhaps not surprising in social insects when seen from the inclusive fitness perspective. However, inclusive fitness theory cannot be applied directly to explain biological systems such as those that inspired this dissertation: bird flocks and fish schools. In these systems, groups are composed of non relatives, which normally causes individuals to act out of self interest only. Thus, any group-level behaviors is a side result of individual and selfish behaviors. One of the main
theory that explains the evolution of coordinated motion-type behaviors is known as the selfish herd effect (Hamilton, 1971), which states that individuals act as to have other individuals between them and some predator, thereby resulting in aggregation. Another theory able to explain flocking is the so called information centre hypothesis (Ward and Zahavi, 1973), which states that some animals benefit from being and moving together in order to follow other individuals that are foraging, thereby maximizing their success to find profitable food patches. Although we do not advocate specifically for this last theory, we do believe that the capability to transfer and exploit information in a swarm is of a key importance for the realization of collective motion and self-organization in general in artificial swarms.

2.1.2 Artificially engineered swarm intelligence systems

Inspired by the natural systems described above, artificially engineered swarm intelligence systems have been developed to solve complex real-world problems. Examples of such systems are ant colony optimization, or ACO (Di Caro and Dorigo, 1998) and particle swarm optimization, or PSO (Kennedy and Eberhart, 1995). ACO and PSO algorithms are inspired by two naturally evolved swarm intelligence systems: ant colonies and bird flocks. These algorithms are used to tackle difficult optimization problems by exploiting the idea of having many software agents searching for a solution in parallel: In ACO, good solutions are promoted by accumulation of artificial pheromone; in PSO, virtual individuals flock together in the abstract solution space influenced by random fluctuations and the good solutions found so far.

We give here two examples of problems solved by artificially engineered swarm intelligence systems: routing and clustering. Routing, is a distributed problem that is intrinsic in telecommunication networks. In routing, each node must decide to which other node each packet should be sent. Ant Net (Di Caro and Dorigo, 1998) is a distributed algorithm inspired by the behavior of social ants which was shown to have superior results compared to other algorithms. Clustering is a problem related to data analysis which consists in grouping data in order to have similar-to-each-other items together in the same cluster and different-from-each-other items in different clusters. Ant-based clustering algorithms (Handl and Meyer, 2007), also inspired by the behavior of social ants, tackle the problem as follows: virtual ants move randomly in the abstract space of data items, they pickup data items when encountered, and probabilistically drop them close to other data items, with a dropping probability that increases with increasing similarity between the carried items and the encountered one.

Other artificially engineered swarm intelligence systems, more important for the
context of this dissertation, are represented by swarm robotics systems, presented in more details in Section 2.2.

It is important to note that, differently from naturally evolved swarm, which could evolve to maximize either individual or group performance (see Section 2.1.1), artificial swarms are always engineered with the objective to maximize the group performance in the task at hand.

### 2.1.3 Characteristics and properties of swarm intelligence systems

Swarm intelligence systems are driven by self-organization, which refers to a process through which a system composed of many components reaches a coherent and interpretable macroscopic spatio-temporal pattern or state. This pattern is reached spontaneously, without the need of a leader or external influence, and without requiring the individual components to have information about the macroscopic pattern itself. Self-organization is believed to be induced by two mechanisms: positive feedback and negative feedback (Garnier et al., 2007). Positive feedback is the mechanism whereby microscopic fluctuations, for example due to the stochastic dynamics of the components, are amplified within the system. Positive feedback can help the system to reach one of its possible stable macroscopic states, but can potentially destabilize the system as well. Negative feedback acts as a counterbalancing mechanism for positive feedback, by dampening some fluctuations and biasing the system towards stability.

Swarm intelligence systems have intrinsic properties that make them unique and often preferable to monolithic and centralized systems.

- **Scalability** refers to the ability to perform well for increasing swarm sizes. In swarm intelligence systems, scalability is promoted by the exclusive use of local interactions among the components of the system. This makes the number of interactions per individual constant independently of the swarm size and, consequently, the total number of interactions scales linearly with respect to the swarm size.

- **Parallelism** refers to the potential of a swarm to perform multiple tasks in parallel using multiple individuals at the same time, improving the overall performance (Clark and Mangel, 1986). Examples can be found in nature: for instance, colonies of leaf-cutting ants (Anderson and Ratnieks, 2000) are shown to perform different activities in parallel, such as cutting leaves, collecting leaf pieces, storing them, etc...
**Robustness** refers to the capability of the system to perform well even in presence of disturbances in the environment. This is achieved through several factors, such as: redundancy, that is, the presence of many individuals that can provide the same functionality; multiplicity of sensing, that increase the overall signal-to-noise ratio; and decentralization, that is, the absence of a leader and of a central decision point.

**Flexibility** refers to the capability of the system to change in response to changes in the environment. Once more we find examples in social ants: ant colonies, after having found the shortest path to a food source, are shown to adapt and choose another path when the previous one is no longer the shortest (Bert Hölldobler and Wilson, 1990).

To obtain these properties in artificial systems, particular care should be given to the design of the interactions among the system components. Such a design is not simple, as we advocate in Brambilla et al. (2013), and sometimes it is delegated to automated methods (Trianni and Nolfi, 2011), as we briefly discuss in Section 2.2.2.

### 2.2 Swarm robotics

Swarm robotics has been defined in Şahin (2005) as:

> “the study of how a large number of relatively simple physically embodied agents can be designed such that a desired collective behavior emerges from the local interactions among agents and between the agents and the environment.”

The main characteristics of swarm robotics systems are the following:

- they consist of a large number of autonomous robots;
- sensing and communication among the robots is purely local;
- robots do not rely on global information and centralized control;
- the desired collective behavior is obtained through self-organization, robot-to-robot and robot-environment interactions.

In Brambilla et al. (2013), we compiled a survey in which we classify the literature according to what collective behavior is studied and according to what design or analysis method is used. In the following, we use the same axes and provide a very
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A concise summary of the swarm robotics literature. In Section 2.2.1, we briefly review some collective behaviors studied in swarm robotics. In Section 2.2.2 and Section 2.2.3, we briefly review the main design and modeling methods used in swarm robotics, respectively. The main goal of this overview is to frame the work presented in this dissertation in the broader context of swarm robotics.

2.2.1 Collective behaviors

Swarm robotics studies many collective behaviors that, alone or combined, can be used to tackle complex problems. In Brambilla et al. (2013), we divide collective behaviors into three main categories: i) spatially-organizing behaviors, which organize and distribute robots and objects in space; ii) navigation behaviors, able to organize and coordinate the movement of the swarm; iii) collective decision-making and task allocation, able to make the swarm agree on a common decision or divide the swarm into two or more groups based on their decision. In this section, we only report a few representative examples drawn from each category: aggregation, pattern formation, collective exploration, collective decision-making/task allocation, and coordinated motion.

Aggregation is a spatially-organizing behavior used to group all the robots of a swarm at the same location in the environment. Aggregation is perhaps the simplest collective behavior, but it is hard to obtain only through swarm intelligence principles. Aggregation is a necessary precondition for other collective behaviors such as pattern formation and flocking, which require robot meeting at the same location. Authors studying aggregation take inspiration from the behavior observed in bacteria, cockroaches, bees, fish, and penguins (Camazine et al., 2001).

The most challenging type of aggregation problem in swarm robotics is the one in which robots should aggregate at a random location, that is, no information, cues or landmarks are available to decide where to aggregate. In this case, methods such as probabilistic finite-state machines (Minsky, 1967) or artificial evolution (Nolfi and Floreano, 2004) are used to perform aggregation. These methods are both explained in Section 2.2.2. Other works also deal with the case in which cues (such as shelters (Campo et al., 2011) or gradients (Bodi et al., 2012)) are present in the environment. In this case, authors used mainly probabilistic finite-state machines, and took inspiration from the behavioral models.

---

1The other collective behaviors analyzed in Brambilla et al. (2013) are: chain formation, self-assembly and morphogenesis, object clustering and assembling, collective transport, collective fault detection, group size regulation, and human-swarm interaction.
of animals such as cockroaches and bees.

**Pattern formation** is another spatially-organizing behavior used to organize robots in a regular and repetitive manner. Pattern formation is inspired by biological processes such as the formation of chromatic patterns in animals (Meinhardt, 1982) or physical processes such as crystal formation (Langer, 1980). The most common approach to pattern formation is the virtual physics-based design, explained in Section 2.2.2. Pattern formation is a necessary component of coordinated motion, the main collective behavior considered in this dissertation.

**Collective exploration** is a navigation behavior used by robots to explore an environment, find resources, and navigate efficiently. A source of inspiration for this behavior are social insects such as ants (Camazine et al., 2001). Typically, exploration of the environment is realized through area coverage, whereby robots form an interconnected static or dynamic network covering areas of interest in an environment. Area coverage is in turn realized by means of virtual physics-based design (Howard et al., 2002).

Navigation in the environment is instead a collective behavior executed after area coverage and building on its outcome. Navigation is realized by means of communication techniques and finite-state machines (Ducatelle et al., 2011).

**Collective decision making and task allocation** refers to the capability of robots to influence each other when making choices. Two common possible outcomes of this process are either consensus to the same decision or specialization to two or more possible alternatives. Examples of consensus decision-making in nature can be found in many animals, although the typical source of inspiration for swarm robotics are cockroaches (Amé et al., 2006). Examples of task allocation are instead more often found in animals organized in castes, such as ants and bees (Camazine et al., 2001).

Diverse methods are used for consensus decision-making (Campo, 2011), such as probabilistic finite-state machines (Garnier et al., 2005) and methods based on statistical-physics (Montes de Oca et al., 2011). The design methods instead used for task allocation are mostly probabilistic finite-state machines (Liu et al., 2007; Brutschy et al., 2012), pioneered by the seminal work by Bonabeau et al. (1997).

**Coordinated motion** or flocking is the main collective-behavior studied in this dissertation. Therefore, we review the flocking literature more in details than for other behaviors in a dedicated section (Section 2.4). The design method to achieve flocking is also described in details in Chapter 3.
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2.2.2 Design methods

Swarm robotics still lacks rigorous design methods. We believe this is due to the intrinsic nature of swarm robotics systems: given a desired macroscopic objective, the derivation of the microscopic behaviors and interaction rules is not obvious. We summarize here the main design methods for swarm robotics and, as done in Brambilla et al. (2013), we classify them in two categories: hand-coded design methods and automatic design methods.

**Hand-coded design** methods use an iterative process in which the microscopic behavior is implemented and improved until the desired macroscopic objective is achieved.

One of the existing hand-coded design paradigms consists in using finite-state machines (Minsky, 1967). Often, these finite-state machines are probabilistic (PFSMs). In this case, the state transitions are governed by probabilities, as it is the case also for the behavioral models of social insects such as ants (Bonabeau et al., 1997) or cockroaches (Amé et al., 2006). In few other cases, such as morphogenesis (O’Grady et al., 2009a), finite-state machines are deterministic, that is, state transitions are not governed by probabilities.

The other existing hand-coded design method is based on virtual physics. In virtual physics-based design, each robot is considered to be a virtual particle subject to virtual forces exerted by other robots or by the environment. Virtual forces can be used, for example, to guide robots towards a target, to make them avoid obstacles (Khatib, 1986) or other robots (Reif and Wang, 1999), or to organize them into patterns or formations (Spears et al., 2004). The design methodology described in Chapter 3 belongs, in part, to this category. Other recently-proposed hand-coded design methodologies are amorphous computing (Bachrach et al., 2010) and property-based design (Brambilla et al., 2012).

**Automatic design** methods are able to automatically produce the microscopic behaviors and interactions through the optimization of a function that evaluates the performance at the swarm level. The two main design paradigms that have been used in swarm robotics are reinforcement learning (Kaelbling et al., 1996) and evolutionary robotics (Nolfi and Floreano, 2004).

In reinforcement learning, an agent learns a behavior through trial-and-error interactions with the environment and by receiving positive and negative feedback from the environment. This feedback is typically a measure of the performance of the individual behavior of the robot. Unfortunately, in reinforcement learning it is hard to evaluate directly the swarm-level behavior. This and other
important challenges (thoroughly analyzed in Brambilla et al. (2013)) make reinforcement learning not directly applicable to swarm robotics, and only limited success has been reported (Matarić, 1998; Panait and Luke, 2005).

In evolutionary robotics, methods borrowed from evolutionary computation (Goldberg, 1989) are applied to robotics. In evolutionary robotics, evolutionary computation algorithms are used to maximize a fitness function, which can either be the individual or swarm performance (Waibel et al., 2009), although typically the swarm performance is chosen. For this reason, evolutionary robotics can be applied directly to swarm robotics (Trianni and Nolfi, 2011), and more evidence of success has been reported (Baldassarre et al., 2003; Ampatzis et al., 2008; Sperati et al., 2011). A drawback of evolutionary robotics is that it typically uses artificial neural networks (Beer and Gallagher, 1992) as the representation for individual robot’s behaviors. Despite being very general, artificial neural networks are very difficult to reverse engineer. Thus, it is difficult to understand and to extract the principles responsible for the self-organized behavior once this has been evolved.

2.2.3 Modeling methods

In swarm robotics, modeling is very useful to predict whether given properties of the designed collective behavior hold or not. Unfortunately, a unique theoretical framework for modeling swarm robotics systems does not exist yet, but studies borrow diverse modeling techniques from several other disciplines. In swarm robotics, modeling can be performed at two different levels: the microscopic, that focuses on the individuals and on the interactions among them, and the macroscopic level, that focuses on the swarm as a whole. On the one hand, at the microscopic level, modeling is performed using numerical simulations, since mathematical methods can hardly be applied to systems composed of more than three or four components. On the other hand, at the macroscopic level, some mathematical methods do exist. We distinguish the latter into deterministic and stochastic modeling.

**Deterministic modeling** is usually based on control theory, differential equations or model checking. Control theory modeling typically assumes that robots interact with each other without noise and are connected through a static or a dynamic graph topology. Using control theory, it is possible to prove whether the swarm will eventually (i.e., asymptotically) reach the desired macroscopic state. Control theory has been used, for example, to prove convergence in aggregation (Gazi and Passino, 2004), foraging (Liu and Passino, 2004), and task
allocation (Hsieh et al., 2008). In a few cases, control theory has also been used to derive the optimal control rules to achieve the desired properties (Hsieh et al., 2008). Control theory models are based on some assumptions which are unfortunately violated in swarm robotics systems. Other deterministic models include ordinary differential and difference equations (Montes de Oca et al., 2011; O’Grady et al., 2009b), partial differential equations (Berman et al., 2009), and model checking (Winfield et al., 2005).

**Stochastic modeling** is usually based on stochastic difference or differential equations or on probabilistic model checking. One of the first stochastic model ever proposed in swarm robotics is based on rate and master equations (Martinoli et al., 1999). Rate and master equations can be used to define a macroscopic model given an initial microscopic model expressed as a PFSM. Rate equations have been used to model many behaviors such as clustering (Martinoli et al., 1999), foraging (Lerman and Galstyan, 2002), and stick-pulling (Martinoli et al., 2004). The main limitation of rate equations is their incapability to explicitly model space and time.

A modeling framework that explicitly models space and time has been introduced in Hamann and Wörn (2008) and is based on the Fokker-Planck equation. The Fokker-Planck equation is a stochastic differential equation used to model the time evolution of a continuous probability distribution, such as the distribution of robots in the physical space. The model has been used to study emergent taxis (Hamann and Wörn, 2008), aggregation (Schmickl et al., 2009), and area coverage (Prorok et al., 2011). More recently, probabilistic model checking has been used to prove properties of swarm robotics systems (Brambilla et al., 2012; Massink et al., 2012).

### 2.3 Information transfer in biological systems

Information transfer is a concept that unifies our understanding of collective behaviors of social animals such as flocking (Sumpter et al., 2008). In nature, evolution applies selection pressure for effective information transfer mechanisms, since those lead to better environment exploration strategies: individuals have more chances of finding resources if other individuals in the group share this information with them (Sumpter, 2010).

In this section, we briefly describe some of the information transfer mechanisms that have evolved in social animals. Inspired by Sumpter (2010), we divide these mechanisms in two categories: signal-based and cue-based information transfer.
This taxonomy corresponds to the main taxonomy used in this dissertation: explicit versus implicit information transfer.

2.3.1 Signal-based information transfer

Signal-based information transfer mechanisms are often observed in social insects as well as in other animals.

In ant colonies, pheromone is an effective signaling mechanism used to mark the route from a food source to the nest (Bert Hölldobler and Wilson, 1990). After having found the food source, few ants informed about the food source return to the nest while leaving pheromone on their way back. The pheromone acts effectively as a signal, as it is detected and followed by other ants that were not informed about the food source. Those ants will also drop pheromone, thus reinforcing the signal (positive feedback).

Another signal-based information transfer mechanism is used by honeybees and is called waggle dance (Seeley, 2010). With waggle dance, honey bees can make different types of collective decisions, such as selecting one or more flower for foraging or selecting one nest location to relocate. In the first case, to transfer information to other individuals, few informed individuals called scout perform the waggle dance, which is a figure eight pattern whose direction and duration are correlated to the direction and the distance from the bee hive to the nectar, respectively. Non-informed bees will follow the instructions encoded in the dance and, in some cases, also find food using odor and visual cues (Riley et al., 2005). After the food source is found, previously non-informed individuals will also start performing the waggle dance, thus reinforcing the signal. In case the swarm needs to decide a nest site to relocate, it is very important that consensus is achieved to only one location. This is ensured by two mechanisms: first, the waggle dance also encodes the quality of the nest site, thus higher-quality locations will be advertised faster than lower-quality locations; second, a “piping signal” is used to inform bees advertising lower-quality location that they should cease doing so.

Explicit signaling can be found also in other species. For example, mountain gorillas use vocalization to coordinate switching between daily activities such as resting, traveling or feeding (Stewart and Harcourt, 1994). Another example is represented by naked mole rats, who leave odor trails and make chirping noises upon finding food and returning to the nest (Judd and Sherman, 1996).

In all these examples, the information transfer mechanism is based on explicit signals. In biology, a signal is defined as “an act or structure that alters the behavior of another organism, which evolved because of that effect and which is effective
because the receiver’s response has also evolved” (Smith and Harper, 2003). One of the main reasons why it is important to draw a distinction between signal-based and cue-based information transfer is that signals are associated to a cost, that can be the cost to develop the signaling organ or the energy spent in emitting the signal (Guilford and Dawkins, 1991). This distinction is true also for the two paradigms used in this dissertation: by having robots using explicit information transfer, we also incur in a cost, which can be a manufacturing cost for producing the necessary hardware or an energy cost for maintaining communication.

2.3.2 Cue-based information transfer

Signal transmission is not the only mechanism whereby information can be transferred in animals. Some other animals exploit cues exhibited “unintentionally” by the informed individuals while these are executing their normal activities.

One example of such mechanism is found in bats. Some uninformed bats are known to ascertain the existence of a novel type of food by just looking at or smelling another individual selfishly eating that food (Ratcliffe and ter Hofstede, 2005). In this case, only the presence of food is transferred, and not the position. In other species, such as hooded crows (Sonerud et al., 2001), also the location is implicitly transferred by having non-informed individuals following the informed ones. Another example include starlings, which use information about food owned by their flock-mates to decide when to start searching for more food (Templeton and Giraldeau, 1996).

Differently from signal-based information transfer, each of these mechanisms evolved just because of a byproduct correlation between the mechanism itself and the act of foraging for a resource. Differently from signal-based information transfer, in cue-based information transfer there is no direct cost associated to the behavior responsible for transferring the information. As already said, this difference is also presented in the categorization used in this dissertation: In implicit information transfer, robots will not use any signaling or communication to share directional information, thus incurring in no energy costs associated to communication and in no additional cost in producing specialized hardware.

2.4 Flocking

Flocking is a phenomenon that can be widely observed in nature. In flocking, a groups of tens up to several thousands animals such as fish or birds (Couzin et al., 2002) move and maneuver together as if they were a single creature.
Flocking did not receive much attention from fields outside biology until the mid ’80s, when Reynolds (1987) published a computer model of flocking that is considered seminal. Reynolds was one of the first to propose simple behaviors based on local sensing rules that, combined, could realize flocking with artificial agents. Although his main goal was only to generate realistic computer animation of flocking, later the model turned out to be more general as it became used in domains other than computer graphics. Reynolds work could be the reason why flocking is often used in place of the more general collective motion term: his work was inspired from the flocking behavior of birds, and many works afterwards re-used the term “flocking”.

In Reynolds (1987), a flock was formally defined as:

"... a group of objects that exhibits a general class of polarized, non-colliding, aggregate motion."

His flocking model was based on local interactions among individuals rather than on a centralized controller that calculates all the trajectories of all individuals. He proposed the following three simple behaviors:

- **Separation:** Each individual avoids collisions with its neighbors, as shown in Figure 2.2a.
- **Alignment:** Each individual matches its velocity to the average of its neighbors, as shown in Figure 2.2b. Velocity was considered as a vectorial quantity, composed of a direction and a magnitude.
- **Cohesion:** Each individual moves towards the center of mass of the relative positions of its neighbors, as shown in Figure 2.2c.

Reynolds’ algorithm is very general and can be easily applied to design flocking behaviors in many domains. However, there is a major implementation concern related to how to achieve sensing in physical world applications. The algorithm, in fact, assumes that each individual has the knowledge of the velocity of its neighbors, and that this information is free of noise. These two assumptions are quite unrealistic but they have been relaxed in subsequent work: in statistical physics, where noise was introduced and fully investigated (Vicsek et al., 1995); in robotics, where Turgut et al. (2008a) showed that only the orientation of the neighbors, that is, only the direction of the velocity vector, is needed to achieve flocking (Turgut et al., 2008a).

In the rest of this section, we review the literature on flocking. Flocking is a multi-disciplinary topic, and has been subject of research in many areas. We review
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Figure 2.2: The three behaviors of Reynolds’ flocking model. (a) Separation behavior. (b) Alignment behavior. (c) Cohesion behavior. Arrows indicate the steering direction of the individual due to each behavior. Reproduced from Reynolds (2008)

the literature related to flocking as studied by these four research areas: biology (Section 2.4.1), statistical physics (Section 2.4.2), control theory (Section 2.4.3) and robotics (Section 2.4.4).

2.4.1 Flocking in biology

Within biology, we identify two categories of studies on flocking: in the first, we place work that focused on the ultimate evolutionary factors promoting flocking; in the second, we place work that focused on the proximate mechanisms underlying flocking.

Ultimate factors that favor flocking

Many studies have confirmed the importance of flocking for the survival of many species. According to these studies, increased survival can be attributed to different reasons: First, the probability of being killed or eaten by a predator when part of a large group is lower than the probability of that event when being alone, since the individuals at risk are mainly those at the periphery of the group (Partridge, 1982); second, having a large group size can confuse predators sensing capabilities (Moyle and Cech, 2004); third, some studies have suggested that having many individuals searching for food is superior to having a single individual due to increased sensing capabilities and information sharing (Pitcher et al., 1982).

Apart from increasing the survivability, other motivations for flocking have also been proposed. For instance, flocking enables a more energy efficient movement of flying animals. Birds exploit the streamlines induced by other individuals in the front for increasing their thrust and decreasing the energy consumption necessary to fly long distances (Ballerini et al., 2008).
Simpson et al. (2006) analyzed the factors at the basis of the marching behavior of crickets. The authors found that cannibalism is the main drive of flocking in this case: Crickets try to move towards other crickets to eat them, while running away from others to avoid being eaten. The collective motion of crickets has been analyzed also in statistical physics by Romanczuk et al. (2009).

Proximate mechanisms that favor flocking

Studies have identified several individual-level mechanisms responsible for flocking. A microscopic model of the behavior of army ants was developed by Couzin and Franks (2002). The model included obstacle-avoidance and pheromone-tracking components. From the results, the authors concluded that ants tend to move in a common direction to avoid collisions with other ants while roaming in the environment.

Couzin et al. (2002) proposed the zone model to closely model the behavior of fish shoals and bird flocks. The model is similar to Reynolds’, but the individuals interact with each of their neighbors using only one of the three rules at a time: depending on its distance from the focal individual, a neighbor can be in the zone of repulsion (closest), zone of orientation (intermediate) or zone of attraction (farthest), determining which rule to use.

In a subsequent study, which we consider very important for this dissertation, Couzin et al. (2005) studied the effect of introducing informed individuals, aware of a certain goal direction to be followed, in a larger group where other members are not informed about that direction. He found that few informed individuals are enough to lead the group, and that other individuals do not need to know who the informed individuals are. Furthermore, the proportion of informed individuals needed to lead the group decreases as a function of the group size. The framework of informed and non-informed individuals has also been recently studied mathematically by Yu et al. (2010).

Other determining factors to the emergence of flocking behavior are studied by Buhl et al. (2006). The authors suggested that desert locusts form clusters and move in ordered fashion when above a critical density. The authors also modeled the system with a one-dimensional model, showing that the predictions of the model are in agreement with the experiments (Czirok et al., 1999; Czirok and Vicsek, 2000).

Ballerini et al. (2008) studied the nature of the interactions in a flock of starlings. By equipping birds with GPS trackers, the authors showed that starlings interact with a fixed number of neighbors which are not determined by their metric distance but by their topological distance. These results were checked against a model de-
rived from the one by Vicsek et al. (1995). Using the model, the authors determined that individuals interacting with topologically-close neighbors can more easily separate and rejoin under the attack of a predator compared to individuals interacting with metric-distance neighbors.

More recently, Cavagna et al. (2010) found that correlations between the velocities of the starlings have a scale-free nature. This suggests that, although individuals interact only locally, cascading effect can still create long-range correlations which make the flock very responsive to environmental perturbations such as the presence of predators.

2.4.2 Flocking in statistical physics

In statistical physics, flocking is studied in the context of searching for a theory of self-propelled collective motion applicable to a wide range of systems. Often, the approach is to consider simple models, such as point-particle systems where actuation or sensing noise plays a role similar to that of temperature in standard physical systems. The resulting dynamics are analyzed using tools from nonequilibrium statistical physics.

We describe briefly below some of the most representative flocking studies carried out from the statistical physics perspective. We classify them into two groups: with and without explicit alignment rules. This classification is analogous to the one used in this dissertation: models with explicit alignment rules use explicit information transfer, whereas models without alignment rules use implicit information transfer. Our goal here is only to contextualize our dissertation, and not to provide an exhaustive literature review of studies of flocking in statistical physics. A more comprehensive survey can be found in Vicsek and Zafeiris (2012).

Statistical physics models with explicit alignment rule

The first model developed to study flocking from a statistical physics perspective, the self-driven particle (SDP) model, was proposed by Vicsek et al. (1995). The SDP model considers point-particles that tend to align with each other while advancing at constant speed. At every time-step, each particle’s orientation is set to the average orientation of its neighbors plus a random noise. The model includes no attraction nor repulsion. The authors found that a phase transition separates the ordered state (particles moving in a common direction) from the disordered state (particles with random orientation). The transition is reached by either varying the amount of noise or the particle density.
Grégoire et al. (2003) extended the SDP model by adding attraction and repulsion interactions. The orientation of each particle is computed as a weighted sum of an alignment term and an attraction/repulsion term. Noise is introduced by adding a small randomly oriented vector of length proportional to the noise level (an implementation often called vectorial noise) to the orientation. As in the Vicsek et al. (1995) case, the authors also observed here a transition between an ordered and a disordered state at a critical noise value. The details of this transition, however, appear to be different between Vicsek et al. (1995) and Grégoire et al. (2003), and this is still today a matter of debate.

Aldana and Huepe (2003) considered a different type of model, the vectorial network model (VNM), in which individuals are not represented by particles moving in space but by nodes of a network. Each node has an associated orientation that evolves following an SDP algorithm, and neighbors are defined as nodes directly connected through a link. The authors found that an order-disorder transition equivalent to that in the SDP model can be obtained, but only if links corresponding to long-range interactions are present. The VNM was extended by Turgut et al. (2008b) to analyze the self-organized flocking of robots that follow the algorithm proposed in Turgut et al. (2008a).

Finally, Cucker and Huepe (2008) studied theoretically the behavior of the swarm when some informed individuals are introduced. The authors considered a Laplacian model, where each particle tries to minimize the difference between its own velocity and that of its neighbors. They define the neighbors according to an arbitrary adjacency matrix that must satisfy certain properties. All particles follow the same basic interaction rules, but informed individuals then add a preferred heading direction. This model was originally developed to study a simple case of collective decision-making dynamics.

Statistical physics models without explicit alignment rule

Szabó et al. (2006) were the first to propose a model that displays ordered motion using locally interacting particles that do not follow explicit alignment rules. The goal was to model the dynamics of collectively migrating tissue cells, for which they had gathered experimental data. The authors found that the usual order-disorder phase transition is also observed here when the mean density of particles becomes smaller than a critical value. Their model has many similarities with the one we propose in Chapter 3 and whose results are presented in Chapter 6. For example, in both cases, particles interact through attraction-repulsion forces and move forward with a non-constant speed. An important difference, however, is that in their model each parti-
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cle is not constrained to only move parallel to its orientation (forward or backward) but can also advance by sliding sideways. This difference makes their algorithm not directly applicable to standard non-holonomic mobile robots, which are constrained to move along the direction in which their wheels are pointing. In Henkes et al. (2011), the same model was studied in the context of active jamming, that is, they studied the behavior of particles at very high densities.

Grossman et al. (2008) considered a system composed of particles that interact only through inelastic collisions and move on a 2D plane with reflecting circular boundary conditions. They observed complex phenomena such as ordered motion, vortexes and chaos. They then studied the system in elliptic-shaped arenas, showing that more complex dynamical patterns, such as particles moving together in subgroups, could be observed.

In Romanczuk et al. (2009), the authors considered particles with asymmetric non-isotropic interactions. Their model represents “escape-pursuit” dynamics. A particle is attracted to other particles in front of it that are moving away (pursuit), but is repelled from other particles approaching it from behind (escape). The authors find ordered phases displaying collective motion for high levels of the mean density. At low densities, collective motion is only achieved for specific combinations of the parameters that determine the escape-pursuit dynamics.

Finally, an experimental study with extremely simple robots was carried out by Tarcai et al. (2011). In this work, they placed a group of elongated boats that are constantly propelling themselves forward in an elliptic-shaped water tank. Even in such a simple system, the usual ordered phase of collective motion emerges, here given by all boats circling the tank in the same sense: clockwise or counterclockwise. They then introduced “informed” boats that had preference for going clockwise or counterclockwise, and showed that the global sense of collective motion is highly influenced by a few informed individuals. This system was then studied by performing numerical simulations on a realistic physical model of the boat dynamics. In Menzel and Ohta (2012), the authors achieved flocking using local pairwise repulsive interactions between spherical self-propelled particles that can be deformed.

2.4.3 Flocking in control theory

In control theory, many flocking algorithms have been proposed. Those algorithms typically assume individuals knowing the relative distance, bearing, and orientation of their neighbors. The main scientific objective of works in control theory is the analysis of the stability of the algorithms using analytical tools. In most of the cases, actuation and sensing noise are disregarded, with few exceptions (Moshtagh et al.,
Tanner et al. (2003a,b) proposed and proved the stability of a control algorithm for flocking based on relative distance, bearing and velocity information of neighboring robots. The algorithm includes attraction/repulsion rules, which depend on local distance measurement, and the alignment rule, which depends on local velocity measurement. The attraction/repulsion force is implemented using the virtual forces framework, also very common in control theory. The authors consider two cases in their study. In the first, the neighboring topology is fixed (Tanner et al., 2003a), while in the second case it is dynamic (Tanner et al., 2003b). However, in the second case, it is assumed that the neighboring graph remains connected, that is, that there is always a neighboring path connecting any individual to any other individual in the swarm. To prove stability, the authors used graph theory and Lyapunov’s stability theorem for non-smooth systems in the two cases, respectively.

Jadbabaie et al. (2003) investigated under which condition the aligned motion of particles in a noiseless version of the SDP model (Vicsek et al., 1995) is stable. They showed that stability is ensured when the neighboring graph remains connected within a finite time interval, with time divided into infinitely many irregular intervals. The authors also proposed a more relaxed condition, that is none of the neighboring graphs is connected but the union of these graphs remains connected within a finite time interval.

Regmi et al. (2005) considered the control of two complex robots via a virtual leader in the fixed topology case. The robots are equipped with high-resolution encoders for displacement and velocity measurements, and an on-board computer with a high-speed communication facility which is used to broadcast their position and velocity to the other robot. Thus, each robot has the exact absolute position and velocity information of the other robot and of the virtual leader. Although this study considers an implementation of flocking on real robots, the authors consider only two robots and assume availability of global information and communication, which makes the algorithm not very scalable to larger groups of robots.

Lindhe et al. (2005) proposed a flocking algorithm based on Voronoi partitions. The algorithm uses relative distance and orientation information of each agent at each time-step. The agents move towards the centroid of this region, keeping their formation in a desired condition, if feasible. If these conditions are not realizable, agents do not move at the current time-step. This algorithm ensures stable and collision-free flocking in environments with complex obstacles.

Olfati-Saber (2006) considered the case of flocking without a leader in an environment with obstacles. The algorithm consists of a gradient-based attraction/re-
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pulsion term and a velocity-matching term. The authors showed that the algorithm boils down to Reynolds’ flocking algorithm (Reynolds, 1987) and that it is not stable for group sizes larger than 10. The addition of a group objective term is shown to be essential for stable flocking behavior in obstacle-free environments. Environments with obstacles are handled by introducing virtual agents to the algorithm, which are assumed to move in the periphery of obstacles.

Moshtag et al. (2006) proposed an algorithm to align the orientations which does not resort to explicit measurement of the agent’s orientation. Instead, it relies on computer vision techniques in which agents measure relative bearing, optical flow of neighboring agents and time-to-collision between the neighboring agents and use this information to deduce the orientation. Simulations revealed that the algorithm works successfully when the neighboring graph is connected, even in the case of noisy measurements. Additionally, as said above, this work represents one of the few examples where some actual experiments with real robots were also performed.

Hanada et al. (2007) introduced an algorithm for flocking in environments with obstacles. The agents are assumed to measure the range and bearing information of their neighbors and of the obstacles. It is also assumed that the goal direction is known by all of the agents. Each agent selects two neighbors and moves in such a way that an isosceles triangle is formed among the neighbors. At the same time, agents orient themselves toward the goal direction and avoid obstacles. Simulations have shown that the agents are able to split and rejoin in the presence of obstacles, and that they form equilateral triangles in the long-run as well.

Cao and Ren (2012) studied flocking and tracking of a dynamic virtual leader. The leader interacts with only a subset of a group, and all individuals use only local interaction and partial measurements of the states of the virtual leader and neighbors. The authors considered a kinematic case where velocity measurements are not available, under both fixed and switching network topologies. They also considered a dynamic case where the velocities are available but not the accelerations. To cope with changing virtual leader velocities, a distributed estimator was used. Finally, the authors also performed numerical simulation as a proof of concept.

2.4.4 Flocking in robotics

In robotics, flocking has received sustained attention for the last two decades. Here, we focus on studies that are either directly tested on real robots or that have the potential to be applied to real robots. As with Section 2.4.2, and to reflect the main categorization of this dissertation, we classify the literature according to two categories: works that use alignment (explicit information transfer) and works that do
not use alignment (implicit information transfer).

Robotics studies with alignment

We divide studies that use alignment into two further categories. In the first, we place studies that relied on external hardware beyond what robots have on-board. In the second, we place studies using on-board hardware only.

In works belonging to the first category, authors have either estimated relative orientation of the robots (Hayes and Dormiani-Tabatabaei, 2002) or emulated an orientation sensing device (Holland et al., 2005).

Hayes and Dormiani-Tabatabaei (2002) proposed a flocking behavior based on collision avoidance and velocity matching. The local range and bearing measurements are emulated and broadcast to the robots from an external computer. Using this information, robots compute the position and the velocity of the center-of-mass of their neighbors, in order to maintain cohesion and to align in the same direction. Furthermore, each robot is informed about the direction to a goal area.

Holland et al. (2005) proposed a flocking algorithm for unmanned aerial vehicles based on Reynolds’ separation, cohesion and alignment behaviors. All the sensory information (relative distance, bearing and orientation of robots neighbors) is emulated externally and broadcasted to each robot individually.

In the works that fall within the second category, a local communication unit is always used to implement alignment. Campo et al. (2006) performed a study in which robots have to transport an object to a nest location. Although not strictly about flocking, this work is one of the pioneering studies of coordinated motion with purely on-board local communication. Robots are equipped with an LED ring and an omni-directional camera to communicate their estimates of the nest direction to their neighbors.

Turgut et al. (2008a) proposed an algorithm based on proximal control (separation and cohesion) and alignment control that achieves ordered flocking motion in a random direction. They used proximity sensors to implement proximal control and a virtual heading sensor (VHS) to implement alignment control. The VHS combines a digital compass and a communication unit used by each robot to measure its orientation and to broadcast it. In this way, the orientation of a robot is sensed “virtually” by its neighbors. In a follow-up study, Gökçe and Şahin (2010) introduced a goal-following behavior and studied the effect of having a noisy goal direction on the swarm motion. Çelikkanat and Şahin (2010), inspired by the work of Couzin et al. (2005) in biology, provided a goal direction to some of the robots and showed that a large swarm can be guided by just a few informed robots.
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Robotics studies without alignment

In most of the studies where alignment is not used, ordered motion in a direction is induced by introducing a large majority of robots that are informed about a goal direction (Matarić, 1994) or light-source direction (Spears et al., 2004).

Matarić (1994) proposed a flocking algorithm based on a set of basic components: safe-wandering, aggregation, dispersion and goal-following. The robots sense obstacles in the environment, localize themselves with respect to a set of stationary beacons and broadcast their position. In this way, robots move cohesively in a goal direction known to all robots.

Kelly and Keating (1996) proposed a flocking method based on leader-following, where the leader is dynamically elected by the swarm and follows a random direction. They used a custom-made active infra-red sensing system to sense the range and bearing of other robots and a radio-frequency system for dynamic leader election. In their work, multiple informed robots can co-exist in the swarm and, in their presence, the swarm is able to split to overcome obstacles.

Baldassarre et al. (2003) used artificial evolution to evolve a flocking behavior with a group of four simulated robots. The robots are equipped with proximity and light sensors. They use the former to perceive each others’ relative position and orientation, and the latter to perceive a common goal direction.

Nembrini et al. (2002) proposed a minimalist algorithm to achieve flocking using only a local communication device, an obstacle and a beacon sensor. Some robots are informed about a goal direction and signal their status using their beacon. The other robots perform U-turn maneuvers when they lose sight of the majority of neighbors or of the signaling robots. The authors achieved a swarming behavior where robots dynamically disconnect and reconnect to the swarm.

Spears et al. (2004) proposed a flocking algorithm based on attraction/repulsion and viscous forces. The robots form a regular lattice structure using the range and bearing of their neighbors and move in a goal direction given by a light source. Due to shadowing, some of the robots in their swarm cannot sense the light and have no information about the goal direction, whereas the rest of the swarm is informed.

Barnes et al. (2009) used artificial potentials for controlling the shape of a group of unmanned ground vehicles while they move along a desired trajectory. They performed experiments with four real robots where all robots received the precise GPS position of all other robots and also the desired coordinates of the center of mass.

Moslinger et al. (2009) proposed a minimalist flocking algorithm based on attraction and repulsion zones with different threshold levels. By adjusting these levels,
they achieved flocking with a small group of robots in a constrained environment. In this work, as in our study, robots use neither goal direction nor alignment information. However, the flocking behavior is limited since the group is not able to stay cohesive all the time.

Monteiro and Bicho (2010) developed a method based on leader-follower dynamics to move a swarm in formation towards a target. The location of the target is known to some informed robots, assumed to be identifiable within the swarm.

Tarcai et al. (2011) studied a system composed of very simple remote-controlled (RC) boats subject to inelastic collisions between each other. They put the boats in a toroidal pool and observed that the swarm organizes after a certain amount time. They also studied the effect of adding informed robots into the system. This work can be considered of hybrid nature, between robotics and statistical physics, and as such it has been also discussed in Section 2.4.2.
Chapter 3

Self-organizing flocking method

In this chapter, we describe the methods used in this dissertation for flocking and for information transfer. We introduce novel and state-of-the-art methods for flocking and we consider them, to the best of our knowledge, for the first time in the context of information transfer. We introduce methods for explicit information transfer, whereby robots explicitly share directional information using communication, and implicit information transfer, whereby robots do not communicate but can align to a common direction via the use of a special motion control method. Additionally, we also present the method used for swarm cohesion, adapted from some previous work (Spears et al., 2004; Turgut et al., 2008a).

The chapter is organized as follows. In Section 3.1, we give an high level introduction to the methodology by describing the general principles behind explicit and implicit information transfer. We then proceed to a more technical description of the method. In Section 3.2, we present the flocking control method in general and its components. In Section 3.3, we present proximal control, the method used to achieve swarm cohesion. In Section 3.4, we present alignment control and three explicit information transfer methods. In Section 3.5, we present two motion control methods, one of them capable of achieving implicit information transfer.

3.1 Explicit and implicit information transfer

A first important question in information transfer is who possesses the information within a swarm. As done in Couzin et al. (2005), in this dissertation we assume that information is scarce and possessed only by few informed robots, aware of a desired goal direction, while the rest of the swarm is composed of non-informed robots, not aware of the goal direction. We also do not require robots to identify who are the informed robots in the swarm, neither via sensing nor by communicating. In most
of the experiments, we consider information transfer from the informed towards the non-informed robots, although in a few cases we consider also information transfer among non-informed robots only.

Explicit information transfer is realized via alignment control, whereby robots explicitly exchange directional information through communication strategies. As a result, robots align either to a random direction or to a desired goal direction. We considered up to two goal directions, which we call goal direction $A$ and goal direction $B$. Alignment control can be seen as equivalent to the alignment rule of Reynolds (1987). In this dissertation, we implemented three different strategies, two being novel, for explicit information transfer. These three strategies are described in Section 3.4. Experiments in flocking using the three strategies are presented in Chapter 4, whereas in Chapter 5 we present experiments in which one of these strategies has been used in another collective behavior: collective transport.

Implicit information transfer is realized through motion control. The main purpose of motion control is to convert sensing information into the forward and angular velocities of the robot. With the new method we propose (that we call magnitude dependent motion control or MDMC), robots align to a random direction or to the goal direction without the need of using alignment control. We explain motion control in Section 3.5, and we present the main results in Chapter 6. Motion control methods for flocking have not received much attention in the robotics community. Indeed, it is not intuitive to understand how motion control could lead to self-organizing flocking. For this reason, in Chapter 7, we thoroughly study its properties from the statistical physics perspective.

### 3.2 Flocking control method

The methodological framework we use in this dissertation is inspired by the work of Turgut et al. (2008a) and is based on virtual physics (see Section 2.2.2 for an overview). In this design methodology, a metaphor is used whereby robots are seen as particles subject to virtual forces. In this dissertation, we avoid the metaphor and merely describe these forces as control vectors that provide information that is processed.

Figure 3.1 depicts two schemata: in the first one, we show the structural relationship between the different components of the method (Figure 3.1a); in the second one, we show the dynamical input/output relationships among these components (Figure 3.1b). We describe different versions of the method. The choice of the version used depends on the focus of the experiment that we carried out, as explained
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Figure 3.1: Static and input/output description of the flocking method. There are different versions of the method, depending on the set of components that are used. Figure (a) shows the different control components implemented and the relationship among them. Filled diamond symbol is used to indicate the decomposition of flocking control into the three control components: proximal, alignment and motion control. Relationships terminated by an empty triangle are instantiations, that indicate which versions of the component are possible. The components with the name in **bold** are the novel contribution of this dissertation. Figure (b) shows, through solid and dashed arrow lines, the input/output relationship among the components. In both graphs, solid arrow lines indicate that the component is present in all versions, whereas dashed lines indicate that the component (e.g. alignment control) can be absent in some of the versions. All the acronyms are explained in the text.

later in this section. The difference between the versions can be due to: a) alignment control being used or not (explicit versus implicit information transfer); b) the goal direction being used or not (with or without informed robots); c) different communication strategies for alignment control or different motion control methods.

We describe how the method works from the point of view of a single robot that
we call the focal robot. The focal robot computes a flocking control vector denoted by $f$. The expression of the flocking control vector depends on the version of the method that is used. In the most complete version of flocking control, $f$ is computed using what we call Model 3.1:

$$f = \alpha p + \beta a + \gamma g_j.$$ \hspace{1cm} (3.1)

Here, $p$ is the proximal control vector, which is used to achieve cohesion among robots and it is the output of proximal control described in Section 3.3; $a$ is the alignment control vector, that is used for explicit information transfer and it is the output of alignment control described in Section 3.4; $g_j$ is the goal direction vector, that encodes the goal following behavior used only by the informed robots to follow either goal direction $A$ ($j = 1$) or goal direction $B$ ($j = 2$). The parameters $\alpha$, $\beta$ and $\gamma$ are used to control the relative importance of the three components.

We also consider other three versions of the algorithm (that we call Model 3.2, Model 3.3 and Model 3.4):

$$f = \alpha p,$$ \hspace{1cm} (3.2)

$$f = \alpha p + \gamma g_j,$$ \hspace{1cm} (3.3)

$$f = \alpha p + \beta a.$$ \hspace{1cm} (3.4)

A focal robot using Model 3.2 is the most minimalistic robot, as it only uses proximal control. Intermediate cases are represented by Model 3.3 and Model 3.4. Model 3.1 and Model 3.4 include alignment control, therefore use explicit information transfer to share directional information. Conversely, Model 3.2 and Model 3.3 do not include alignment control, and as such can achieve flocking only through implicit information transfer. For this reason, to carry out explicit information transfer experiments in Chapter 4, we used Model 3.1 (for informed robots) and Model 3.4 (for non informed robots), and we considered and studied all the communication strategies for alignment control presented in Section 3.4. Conversely, to carry out implicit information transfer experiments in Chapter 6, we studied Model 3.2 and Model 3.3, as they do not include alignment control, and we compared the different motion control methods presented in Section 3.5.
3.3 Cohesion via proximal control

Proximal control is present in all the methods considered in this dissertation as we always require the swarm to stay cohesive. The main idea behind proximal control is that, in order to achieve cohesive flocking, the focal robot needs to keep a certain distance from its neighbors. The proximal control vector encodes the attraction and repulsion rules: the focal robot tends to move closer to its neighbors when the distance to them is higher than the desired distance and tends to move away from them when this distance is lower than the desired distance.

Proximal control assumes that the focal robot is able to sense the range and bearing of its neighboring robots within a maximum interaction distance $D_p$. The proximal control vector $p$ is computed as:

$$ p = \sum_{i \in N_p} p(d_i) e^{j\phi_i}. $$

Here, $p(d_i)e^{j\phi_i}$ is a vector expressed in the complex plane, having magnitude $p(d_i)$ and angle $\phi_i$; $N_p$ denotes the set of neighboring robots perceived by the focal robot within range $D_p$; and $d_i$ and $\phi_i$ denote the relative range and bearing of the $i^{th}$ neighboring robot, expressed in the body-fixed reference frame of the focal robot\(^1\), respectively (Figure 3.2). The magnitude of the vector, $p(d_i)$, is computed as:

$$ p(d_i) = -\frac{\partial P(d_i)}{\partial d_i} = -8\epsilon \left[ \frac{2}{d_i^6} - \frac{\sigma^2}{d_i^3} \right]. $$

This expression for $p(d_i)$ is defined as the negative derivative of the virtual potential function $P(d_i)$. A virtual potential function is often used in swarm robotics and statistical physics to model social interaction between robots (Spears et al., 2004) or particles (Grégoire et al., 2003). In our study, we use a modified version of the Lennard-Jones potential function:

$$ P(d_i) = 4\epsilon \left[ \left( \frac{\sigma}{d_i} \right)^4 - \left( \frac{\sigma}{d_i} \right)^2 \right]. $$

The parameter $\epsilon$ determines the strength of the attraction/repulsion rule, whereas the desired distance $d_{des}$ between the robots is linked to the parameter $\sigma$ according to the formula $d_{des} = 2^{1/2}\sigma$.

A final note has to be made on the maximum interaction distance $D_p$. In general,

\[^1\text{The body-fixed reference frame is fixed to the center of a robot, its } x\text{-axis points to the front of the robot and its } y\text{-axis is coincident with the rotation axis of the wheels.}\]
$D_p$ can be less than or equal to the maximum sensing range of the sensor. In studying implicit information transfer, in order for the proposed model to work in all cases, we found that the following precondition must hold: $D_p$ has to be chosen so that, when the swarm reaches a stable formation, interactions among robots are limited to the first neighbors only in the Voronoi sense (Voronoi, 1908). In order to achieve this without having to compute the Voronoi tessellation, we set $D_p = 1.8 \cdot 2^{\frac{1}{2}} \sigma$, that is, the maximum interaction range is less than two times the desired distance $2^{\frac{1}{2}} \sigma$ between two robots. In this way, second neighbors (in the Voronoi sense) are outside the scope of proximal control.

### 3.4 Explicit information transfer via alignment control

Alignment control represents the method used in this dissertation to achieve direct information transfer. The main idea of alignment control is to have the focal robot computing the average of the directional information sent by its neighbors in order to achieve an agreement to a common direction with its neighbors.

Alignment control assumes that the focal robot can measure its own orientation $\theta_0$ with respect to the reference frame common to all robots (see Figure 3.2). It also assumes the focal robot can send directional pieces of information, denoted as $\theta_{s0}$, using a communication device. The value of $\theta_{s0}$ depends on the communication strategy that is being used, as described in Section 3.4.1, 3.4.2 and 3.4.3. The robot receives the information $\theta_{si}$ sent by one of its neighbors in the set $N_a$ within a given range $D_a$. The information represents directions expressed with respect to the com-
mon reference frame (Figure 3.2). Once received, each $\theta_s$ is converted into the body-fixed reference frame of the robot. In order to compute the average of the received directional information, all directions are converted into unit vectors with angles equal to $\theta_s$, which are then summed up and normalized:

$$a = \frac{\sum_{i=0}^{m_a} e^{j\theta_s_i}}{\left\| \sum_{i \in \mathcal{N}_a} e^{j\theta_s_i} \right\|}.$$  

We present three different communication strategies: heading communication strategy (HCS), information-aware communication strategy (ICS) and self-adaptive communication strategy (SCS).

### 3.4.1 Heading communication strategy (HCS)

In HCS, the piece of information $\theta_{s_0}$ sent by a robot to its neighbors is its own orientation $\theta_{s_0} = \theta_0$, measured with respect to the common reference frame. This strategy is used to reproduce the capability of a robot $i$ to “sense” the orientation of a neighboring robot $j$, by making robot $j$ communicate its own orientation to robot $i$.

### 3.4.2 Information-aware communication strategy (ICS)

ICS assumes that each robot is aware of whether it is non-informed or informed. If it is non-informed, it sends $\theta_{s_0} = \angle a$ ($\angle \cdot$ denotes the angle of a vector) to its neighbors; otherwise, if it is informed, it sends $\theta_{s_0} = \angle g_j$. The intuitive motivation behind this strategy is the following: in case the robot is non-informed, it helps the diffusion of the information originating from the informed robots; if instead it is informed, it directly propagates the information it possesses to its neighbors. Using this mechanism, the information eventually reaches the entire swarm. Note that only in HCS the communicated angle coincides with the robot’s current state (orientation), whereas this is not true for the other communication strategies.

### 3.4.3 Self-adaptive communication strategy (SCS)

SCS extends ICS by introducing a parameter $w_t$ that represents the degree of confidence a robot has about the utility of its possessed information. The communicated directional information is computed in this way:

$$\theta_{s_0} = \angle [w_t g_j + (1 - w_t) a].$$
For non-informed robots, $w_t = 0$ (they do not possess information about $g_j$). For informed robots, when $w_t = 1$, this strategy coincides with ICS. In SCS, however, we use the following rule to change $w_t$:

$$w_{t+1} = \begin{cases} 
  w_t + \Delta w & \text{if } \|a'\| \geq \mu; \\
  w_t - \Delta w & \text{if } \|a'\| < \mu,
\end{cases}$$

where $\mu$ is a threshold and $\Delta w$ is a step value, whose role is to control the dynamics of $w_t$ as explained in the following. The quantity:

$$\|a'\| = \left\| \sum_{i=0}^{k} e^{j\theta_i} \right\|$$

is the magnitude of the local consensus vector, or simply, the local consensus. We choose this quantity because inspired by the decision-making mechanism used by the Red Dwarf honeybee (Apis florea, the European honeybee): to perform nest selection, these bees wait to achieve locally a consensus to a given nest location before flying off (Makinson et al., 2011; Diwold et al., 2011).

The rationale behind SCS is the following. Informed robots communicate the goal direction when the local consensus $\|a'\|$ is higher than the threshold $\mu$. Local consensus measures how close the received pieces of information are to each other and to the information sent by the focal robot. When local consensus is close enough to 1, the angles received from the robot’s neighbors are very similar to each other and to the angle sent by the focal robot. In this case, the focal robot increases (through steps of size $\Delta w$) it’s degree of confidence $w_t$ on the possessed information $g_j$. Conversely, when the local consensus is lower than the threshold $\mu$, then the focal robot detects conflicting goal directions in the swarm. In this case, the focal robot decreases (through steps of size $\Delta w$) its level of confidence $w_t$ on the goal direction $g_j$, until $w_t = 0$, in which case the focal robot behaves as a non-informed robot. This mechanism facilitates the propagation of highest priority directional information that is available within a swarm. Note that the confidence $w_t$ is a private piece of information that is never communicated by the focal robot. This makes our method applicable to a vast majority of robots, including not only robots with limited communication capabilities but also robots that communicate only using visual information (LEDs and cameras) that can only exchange directional information.
3.5 Implicit information transfer via motion control

Motion control is the method whereby implicit information transfer between robots is realized. Motion control is used to convert the flocking control vector into the forward speed $u$ and the angular speed $\omega$ of the focal robot. Below, we describe the two motion control methods considered in this dissertation: magnitude dependent motion control (MDMC) and magnitude independent motion control (MIMC). Among these two methods, only through MDMC it is possible to achieve flocking via implicit information transfer, that is, without resorting to alignment control. The detailed explanation of why this is the case is very complex and is therefore not included in this but in a dedicated chapter: Chapter 7.

3.5.1 Magnitude dependent motion control (MDMC)

MDMC has been published and studied in Stranieri et al. (2011a) (with a different name: Variable forward-speed Motion Control, or VMC) and in Ferrante et al. (2012a). In MDMC, the forward and angular speed of the robot depend on both the magnitude and the direction of the flocking control vector. Therefore, MDMC uses all the information contained in this vector.

We define MDMC as follows. Let $\mathbf{o}$ be the unit vector with direction equal to the orientation of the focal robot. Accordingly, $f_x = \mathbf{f} \cdot \mathbf{o}$ and $f_y = \mathbf{f} \cdot \mathbf{o}^\perp$ denote the projection of the flocking control vector ($\mathbf{f}$) on the $x$- and $y$-axis of the body-fixed reference frame, respectively. We let the forward speed $u$ be directly proportional to the $x$ component of the vector, pointing in the direction of motion of the robot. The angular speed $\omega$, instead, is made directly proportional to the $y$ component of the vector, pointing in the direction perpendicular to the motion of the robot. The corresponding equations are

$$u = K_1 f_x + U;$$
$$\omega = K_2 f_y,$$

where $U$ is the forward biasing speed and $K_1$ and $K_2$ are the linear and angular gains, respectively.

The rationale of this method is the following: the larger the $x$-component of the flocking control vector, the faster we want the robot to move forward; the larger the $y$-component of the flocking control vector, the faster we want the robot to turn. Note that, with MDMC, robots can in principle move also backwards, but they have a propension to move forward due to the presence of the $+U$ term in the equation for the forward speed.
3.5.2 Magnitude independent motion control (MIMC)

MIMC was introduced for the first time in Turgut et al. (2008a) and later used in subsequent work by Çelikkanat and Şahin (2010). In MIMC, the forward and angular speed of the robot partially depend on the information contained in the flocking control vector. By “partially” we mean that, for calculating the speeds, only the direction of the flocking control vector is taken into account and the magnitude is discarded.

Let $\mathbf{o}$ be the unit vector with direction equal to the orientation of the focal robot. The forward velocity and the angular velocities are computed as:

$$u = \begin{cases} \left( \mathbf{o} \cdot \frac{\mathbf{f}}{||\mathbf{f}||} \right) U, & \text{if } \mathbf{o} \cdot \frac{\mathbf{f}}{||\mathbf{f}||} \geq 0; \\ 0, & \text{otherwise}; \end{cases}$$

$$\omega = K_3 (\angle \mathbf{o} - \angle \mathbf{f}),$$

where $K_3$ is the angular gain and $\cdot$ denotes the dot product of two vectors.

The rationale of the method is the following. The robot modulates its forward speed according to the angular difference between the flocking control vector and its direction of motion. When the two directions are aligned, the robot moves at maximum speed $U$. When the angular difference is equal to or larger than 90 degrees, the robot does not move forward but rotates on spot. In between these two cases, the forward speed is interpolated between 0 and $U$ according to the dot product between the flocking control vector and the direction of motion. The angular speed is instead proportional to the angular difference between the flocking control vector and the direction of motion. Note that, with MIMC, the robot are not able to move backwards.

3.5.3 Wheel speed computation

To compute the speed of the left and right wheel, we first limit the forward speed to the interval $[-U, U]$, and the angular speed to the interval $[-\Omega, \Omega]$. We then use the differential drive model as in Turgut et al. (2008a) to convert the forward speed $u$ and the angular speed $\omega$ into the linear speeds of the left ($N_L$) and right ($N_R$) wheel:

$$N_L = u + \frac{\omega}{2} l,$$

$$N_R = u - \frac{\omega}{2} l,$$

where $l$ is the distance between the wheels.
Chapter 4

Explicit information transfer via communication

In this chapter, we present the experiments performed with explicit information transfer. In general, explicit information transfer requires robots capable of sharing directional information via a communication device such as a local radio (as we do here) or visual communication (e.g. via LED signaling and camera detection, as done in previous studies performed within the swarm-bots project\(^1\)). After presenting the results on flocking in this chapter, in Chapter 5 we present further experiments of explicit information transfer on another collective behavior: collective transport.

This chapter is organized as follows. After the problem description and motivation (Section 4.1), we present the metrics and the experimental setup (Section 4.2 and Section 4.3). We then consider experiments with a single stationary goal direction (Section 4.4) and a single non-stationary goal direction (Section 4.5) followed by experiments with two stationary goal directions (Section 4.6) and two non-stationary goal directions (Section 4.7). We conclude the chapter with a summary and discussion (Section 4.8).

4.1 Problem description

Explicit information transfer is being studied in biology as one of the main mechanisms underlying flocking. In some situations, animals achieve flocking in presence of multiple, static or dynamic, sources of information with different priorities. An example is represented by the dynamics of some animals that are subject to attacks by predators. The escape direction from a predator is a very fast changing piece of
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Information and it might possibly conflict with the direction to a food source. To deal with these situations, animals developed communication mechanisms to transfer information effectively and efficiently throughout the group (Franks et al., 2007; François et al., 2006).

By analogy, similar situations can be faced also by robotic swarms in some example scenarios, such as: a swarm that, while following a curvy trajectory, needs to change direction often and rapidly; a swarm going in one direction while avoiding an obstacle; a swarm that has to avoid a dangerous location while going to a target location. Within large swarms, the goal location and the dangerous locations might be perceived by a small proportion of informed robots. We can imagine this happening in at least two possible ways. In the first scenario, we might have only a few robots equipped with advanced sensors required for getting directional information from the environment. Here, the robots with these advanced sensors can be assumed to be randomly distributed in the swarm. In the second scenario, all the robots would be equipped with the same sensors, but only some robots might have access the relevant directional information due to their privileged position within the swarm. For example, only the robots in the front might be able to sense the goal direction as they can directly sense it through a camera, while the others are shadowed by other robots. In this case, there is a spatial correlation between the relative location of the robots in the swarm and the information they possess. In all these situations, a typical objective would be to get all robots to a goal area without losing any, that is, by keeping the swarm cohesive, even when there is a dangerous area to be avoided on the way.

Motivated by the above examples, in this chapter we study explicit information transfer of one and of two distinct goal directions in a flocking robot swarm. We consider the case of stationary and non-stationary goal directions possessed by a small minority of robots, the informed robots, that need to influence the movement of the entire swarm while the latter needs to keep cohesion. We perform experiments using the communication strategies explained in Section 3.4. After introducing the experiment with one goal direction (Section 4.4 and Section 4.5), we present the main experiments that focus on the two goal directions case. Here, we require the swarm to remain cohesive, and we tackle two different macroscopic objectives: a) move to the average direction among the two goal directions (for example to avoid an obstacle) (Section 4.6); b) select the most important of the two goal directions (for example the direction that allow the robots to avoid a danger) and follow it (Section 4.7). We denote the two goal directions as goal direction $A$ and goal direction $B$. In the experiments presented in Section 4.6, the two goal directions have the same priority,
they are present for the entire duration of the experiment, and the goal of the swarm is to follow the average direction between the two. In the experiments presented in Section 4.7, goal direction $B$ has a higher priority with respect to goal direction $A$ and is present during only a limited period of time.

### 4.2 Metrics

Here, we describe analytically the metrics used to measure the performances. The first two metrics are also utilized in Chapter 6.

**Order:** The order metric $\psi$ measures the degree of agreement of the orientations of the robots in the swarm, and has been widely adopted both in physics (Vicsek et al., 1995) and in robotics (Turgut et al., 2008a). To define it, we first need to compute the vectorial sum of the orientations of all $N$ robots:

$$b = \sum_{i=1}^{N} e^{j\theta_i}.$$ 

The order is then defined as:

$$\psi = \frac{1}{N} ||b||,$$

such that $\psi \approx 1$ when the robots have a common orientation and $\psi \approx 0$ when they point in different directions.

**Average direction:** For experiments with two stationary goal directions, we measure the average swarm direction. It is obtained by computing the average direction of the orientations of all robots:

$$\angle b = \angle \sum_{i=1}^{N} e^{j\theta_i}.$$ 

We compare the average group direction against the theoretical average direction, which takes into account the number of robots informed about each goal direction:

$$\hat{\theta} = \angle (N_A g_1 + N_B g_2),$$

where $N_A (N_B)$ is the number of robots informed about goal direction $A$ (goal direction $B$).

**Accuracy:** The accuracy metric $\delta$ measures how accurately robots follow the goal direction. It has been used both in a seminal biology paper by Couzin et al. (2005) but
also later in robotics by Çelikkanat and Şahin (2010). Consistently with Çelikkanat and Şahin (2010), we define the accuracy metric in the [0, 1] interval for convenience:

$$\delta = 1 - \frac{1 - \psi \cos(\angle b - \angle g_i)}{2}.$$  

Here, $\angle b$ is the average group direction and $\angle g_i$ is goal direction $A$ or $B$. Robots having a common orientation and moving in the goal direction will have $\delta \approx 1$ and $\psi \approx 1$. Conversely, if robots are moving in a direction which is opposite to the goal direction (even if they are well aligned), then $\delta \approx 0$. Note that, when the swarm is not aligned, the value of the accuracy is $\delta \approx 0.5$, since $\psi \approx 0$ nullifies the contribution of the cosine term.

**Number of groups:** We use the number of groups present at the end of an experiment to detect whether the swarm has split into different groups or has kept cohesion and stayed as a single group. We use the following criteria to define what a group is and how to calculate the number of groups. We first find the distance between all pairs of the robots. If the distance between the robots in a pair is smaller than the maximum sensing range of the range and bearing sensor (2 meters), we set it as an equivalence pair and append it to the list containing the other equivalence pairs. We then use the equivalence class method on the list to determine the equivalence class of each pair. The total number of equivalence classes calculated is equal to the number of groups. For the details of the equivalence class method please refer to Press et al. (1992).

### 4.3 Experimental setup

In this section, we describe the experimental setups used in simulation and with the real robots.

#### 4.3.1 Simulation experimental setup

We execute experiments in simulation using the ARGoS simulator, which is described in more details in Appendix A.2. ARGoS allows the cross-compilation of the controllers both in simulation and on real-robots. This allowed us to seamlessly port the same controller studied in simulation to real robot.

In the experiments, $N$ mobile simulated robots are placed at random positions in a circle of variable radius and with random orientations uniformly distributed in
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Number of robots</td>
<td>{100, 300}</td>
</tr>
<tr>
<td>R</td>
<td>Number of runs per setting</td>
<td>100</td>
</tr>
<tr>
<td>(\rho_{11})</td>
<td>Proportion of robots informed about (g_1)</td>
<td>{0.01, 0.1}</td>
</tr>
<tr>
<td>(\rho_{12})</td>
<td>Proportion of robots informed about (g_2)</td>
<td>0.1</td>
</tr>
<tr>
<td>(T_{\Delta p})</td>
<td>Duration of two-goal phase</td>
<td>600 s</td>
</tr>
<tr>
<td>(T_s)</td>
<td>Duration of experiments in stationary environments</td>
<td>300 s</td>
</tr>
<tr>
<td>(T_n)</td>
<td>Duration of experiments in one-goal non-stationary environments</td>
<td>4(T_s) s</td>
</tr>
<tr>
<td>(T_p)</td>
<td>Duration of experiments in two-goal non-stationary environments</td>
<td>(T_s + T_{\Delta p} + 2T_s) s</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Weight of proximal control</td>
<td>1</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Weight of alignment control</td>
<td>4</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Weight of goal direction</td>
<td>1</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Threshold value used in SCS</td>
<td>0.999</td>
</tr>
<tr>
<td>(\Delta w)</td>
<td>Step value used in SCS</td>
<td>0.1</td>
</tr>
<tr>
<td>(U)</td>
<td>Maximum forward speed</td>
<td>20 cm/s</td>
</tr>
<tr>
<td>(\Omega_{\text{max}})</td>
<td>VMC max angular speed</td>
<td>(\pi/2) rad/s</td>
</tr>
<tr>
<td>(K_1)</td>
<td>VMC linear gain</td>
<td>0.5 cm/s</td>
</tr>
<tr>
<td>(K_2)</td>
<td>VMC angular gain</td>
<td>0.06 rad/s</td>
</tr>
<tr>
<td>(l)</td>
<td>Inter-wheel distance</td>
<td>0.1 m</td>
</tr>
<tr>
<td>(\epsilon)</td>
<td>Strength of attraction-repulsion</td>
<td>1.5</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Distance-related proximal control parameter</td>
<td>0.4 m</td>
</tr>
<tr>
<td>(d_{\text{des}})</td>
<td>Desired inter-robot distance</td>
<td>0.56 m</td>
</tr>
<tr>
<td>(D_p)</td>
<td>Maximum perception range of proximal control</td>
<td>1.0 m</td>
</tr>
<tr>
<td>(D_a)</td>
<td>Maximum perception range of alignment control</td>
<td>2.0 m</td>
</tr>
<tr>
<td>(\xi)</td>
<td>Amount of noise</td>
<td>0.1</td>
</tr>
<tr>
<td>(\Delta t)</td>
<td>ARGoS integration time-step and real robot control step</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>

Table 4.1: Experimental values or range of values for all constants and variables used in simulation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Number of robots</td>
<td>8</td>
</tr>
<tr>
<td>R</td>
<td>Number of runs per setting</td>
<td>10</td>
</tr>
<tr>
<td>(\rho_{11})</td>
<td>Proportion of robots informed about (g_1)</td>
<td>0.125</td>
</tr>
<tr>
<td>(\rho_{12})</td>
<td>Proportion of robots informed about (g_2)</td>
<td>0.125</td>
</tr>
<tr>
<td>(T_{\Delta p})</td>
<td>Duration of two-goal phase</td>
<td>100 s</td>
</tr>
<tr>
<td>(T_s)</td>
<td>Duration of experiments in stationary environments</td>
<td>100 s</td>
</tr>
<tr>
<td>(T_n)</td>
<td>Duration of experiments in one-goal non-stationary environments</td>
<td>2(T_s) s</td>
</tr>
<tr>
<td>(T_p)</td>
<td>Duration of experiments in two-goal non-stationary environments</td>
<td>(50 + T_{\Delta p} + 50) s</td>
</tr>
<tr>
<td>All the other control parameters</td>
<td>See Table 4.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Experimental values or range of values for all constants and variables used with the real robots. Note that all the parameters related to the controllers are the same as in simulation, that is, the controller used on the real robot is exactly the same as in simulation.
the $[-\pi, \pi]$ interval. A light source is also placed at a fixed position in the arena, far away from the robot but with a very high intensity.

We conducted four sets of experiments:

1. **Stationary environment**: A stationary environment is an environment with only one goal direction, which is fixed at the beginning and does not change over time. In stationary environments, we randomly select a proportion $\rho_{I1}$ of robots and we inform them about goal direction $A$. All the other robots remain uninformed during the entire experiment. Goal direction $A$ is selected at random in each experiment. The duration of one run is $T_s$ simulated seconds.

2. **One-goal non-stationary environment**: A one-goal non-stationary environment or, in short, non-stationary environment, is an environment where there is only one goal direction that does not change for an amount of time and then changes as a step function. This process repeats itself four times during a single experiment. Thus, a non-stationary environment consist of four stationary phases of equal duration. The proportion of informed robots $\rho_{I1}$ is kept fixed during the entire run. However, goal direction $A$ and the informed robots are randomly re-selected at the beginning of each stationary phase. The duration of the entire run is $T_n$ simulated seconds.

3. **Two-goal stationary environment**: A two-goal stationary environment is an environment in which two goal directions are present during the entire experiment. A proportion of $\rho_{I1}, \rho_{I2}$ robots are informed about goal directions $A$ and $B$, whose value are here denoted by $\angle g_1$ and $\angle g_2$, respectively. Thus here, $N_A = N \rho_{I1}$ is the number of robots informed of goal direction $\theta_1$ and $N_B = N \rho_{I2}$ is the number of robots informed of goal direction $\theta_2$.

4. **Two-goal non-stationary environment**: A two-goal non-stationary environment is an environment where goal direction $A$ is present for the entire duration of the experiment and goal direction $B$ is present only within a time window that lasts $T_{\Delta p}$. In two-goal non-stationary environments, we first randomly select a proportion $\rho_{I1}$ of robots that are informed about goal direction $A$. At a certain time $T_s$, we randomly select a proportion $\rho_{I2}$ of robots that are informed about goal direction $B$. To capture the most difficult case, which corresponds to the case with maximal conflict (angular difference) between the two goal directions, we let goal direction $B$ always point to the opposite direction with respect to goal direction $A$. At time $T_s + T_{\Delta p}$, we reset all informed robots and we re-sample a proportion $\rho_{I1}$ of robots and we make them informed about goal direction $A$ for additional $2T_s$ simulated seconds. We call the phase between
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Figure 4.1: Two pictures that explain the two selection mechanisms. (a) Non-spatial selection in stationary environment: gray circles, that represent robots informed about goal direction \( A \), are selected at random locations in the swarm (the white circles represent non-informed robots). (b) Spatial selection during the two goal phase in two-goals non-stationary environment: informed robots (grey and black circles) are selected at the periphery of the swarm. Grey circles represent robots informed about goal direction \( A \) (which in this case points left), whereas black circles represent robots informed about goal direction \( B \) (which in this case points right).

Experiments in Environment 1, 2 and 4 are further classified according to how informed robots are selected. This selection mechanism is either non-spatially or spatially correlated. Figure 4.1 depicts the difference between the two selection mechanisms.

**Non-spatial selection:** With this selection mechanism, the informed robots are selected at random at the beginning of each stationary phase (see Figure 4.1a).

**Spatial selection:** With this selection mechanism, informed robots are selected in a way such that they are always adjacent to each other. Furthermore, the selected robots are at the periphery of the swarm and their relative position is correlated to the goal direction (see Figure 4.1b).

In experiments in Environment 1, 2 and 4, we compare all the communication strategies presented in Section 3.4 (HCS, ICS and SCS) and we study the impact of the proportion of informed robots \( \rho_{I1} \) and of the swarm size \( N \). The format of the plots...
is always the same. On the same row we report results with the same number of robots \(N\), whereas on the same column we report results with the same proportion of informed robots (either 1\% or 10\%). In plots where the \(x\)-axis is time, we report the median values (50\% percentile), the first and the third quartile (25\% and the 75\% percentiles).

In the experiments in Environment 3, we only considered HCS as it was sufficient to reach our objectives. We categorize these experiments in a different way compared to the ones in the other three environments. In particular, here we are interested in determining i) the impact of the difference between \(N_A\) and \(N_B\) and ii) the impact of the difference between two goal directions \(\angle g_2 - \angle g_1\) and iii) the impact of the total proportion of informed robots. To study i), we classify the experiments in three sets: no difference between \(N_A\) and \(N_B\) (\(N_A = N_B\)), small difference (\(N_A - N_B = 2\)) and large difference (\(N_A - N_B > 2\)). To study ii) and to reduce the parameter space, we fix the \(\theta_1 = 0\), and we only vary \(\theta_2 \in \{10, 20, \ldots, 170, 179, 180\}\). To study iii), we consider the following values of \(\rho_{I1}\) and \(\rho_{I2}\) (proportion of informed robots): \{(0.01, 0.01), (0.01, 0.05), (0.02, 0.04), (0.1, 0.1), (0.09, 0.11), (0.01, 0.19)\}.

In all of the experiments, we add noise to several components of our system: to the orientation measurement \(\theta_0\), to the proximal control vector \(p\) and to the goal directions \(g_1, g_2\). We consider noise only in angle, as commonly done in flocking studies (Vicsek et al., 1995; Turgut et al., 2008a), and we model it as a variable uniformly distributed in the \([-\xi 2\pi, +\xi 2\pi]\) range. The parameter \(\xi\) is used to control the magnitude of the noise.

### 4.3.2 Real robot experimental setup

In order to validate the experiments performed in simulation in Environment 1, 2 and 4, we also performed experiments on real robots. More details on the used robots and on the implementation can be found in Appendix A. At the beginning of each run, eight robots are placed in the arena depicted in Figure 4.2, each with a random orientation. At the left of the arena, a light source area is present. To measure order and accuracy over time, we built a custom-made tracking system. We place carton hats, having a directional marker, on top of each robot\(^2\). This marker is detected by an overhead camera placed on the back side of the arena, at an height of about 3 meters and pointing on the ground towards the arena (Figure 4.2 has been obtained by this camera). We recorded a movie for each experiment and we then analyzed each video off-line using the Halcon software\(^3\). The analysis of a video

\(^2\)Note that such hats are used for tracking purposes only and are not detectable by the robot themselves.

\(^3\)http://www.halcon.de/
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Figure 4.2: The arena as seen by the overhead camera used for tracking: on the left side we created a light source by placing four lamps; a carton hat with a directional marker is placed on each robot, in order to detect its orientation to compute the required metrics; the glowing robots are informed about the desired goal direction (this example is taken from experiments with informed robots). Note that LEDs and carton hats are used for debugging, visualization and measurement purposes only, but are never utilized in the controller algorithm.

produced a file containing, for each frame, the orientation of every robot detected.

The setting used on the robots is the same as in simulation (Section 6.3.1), with only two exceptions: the one-goal non-stationary environment consists of 2 stationary phases instead of 4 and the duration of the phases in all three settings are different and summarized in Table 4.2. We decided to reduce the duration of each experiment due to the limited size of the arena, which does not allow very long experiments involving robots that keep on going in one direction during the entire experiment. Furthermore, since experiments in simulation showed almost no difference in results between non-spatial and spatial selection, and due also to the limited size of the real robot swarm, on the real robots we consider only the non-spatial selection case.

For each experimental setting and for each of the three strategies, we execute 10 runs and we report the median values, the first and the third quartile. Since we are considering few runs, we also perform the Wilcoxon rank sum test to validate the statistical significance of our claims. The statistical test is performed by comparing vectors containing the time-average performance of a given method during a given
Figure 4.3: Results in simulation. HCS, ICS and SCS in the stationary environment using the non-spatial selection mechanism: effect on the accuracy. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25% and the 75% percentiles.

phase of the experiment.

Table 4.2 summarizes all the parameters of the setup, while the parameters of the controllers are reported in Table 4.1 as they are the same as those used in simulation. We manually tune all parameters to the values reported in the table. In particular,
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Figure 4.4: Results in simulation. HCS, ICS and SCS in the stationary environment using the spatial selection mechanism: effect on the accuracy. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25% and the 75% percentiles.

the choice of values for the parameters of SCS (Section 3.4) is justifiable in this way: \( \Delta w \) is set to 0.1 as larger values would produce large fluctuations of \( w \) while smaller values would correspond to a slower convergence time, and \( \mu \) is set to 0.999 as it is enough to detect low local consensus with a very good precision. This is in turn possible due to fact that the range and bearing communication device is noise-free.
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Figure 4.5: Results with real robots. HCS, ICS and SCS in one-goal stationary and non-stationary environments. Figures (a), (b) plot the distribution of the accuracy metric over time for stationary, one-goal non-stationary, respectively. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25% and the 75% percentiles.

4.4 One stationary goal direction

4.4.1 Simulation

Figure 4.3 shows the results obtained in stationary environments when using a non-spatial selection mechanism. Figure 4.3a and Figure 4.3c show that ICS outperforms the other two strategies when only 1% of the robots are informed. When we consider the median values, SCS reaches the same level of accuracy as ICS in a slightly larger amount of time. In the best runs (above the 75% percentile), performance of SCS is very close to those obtained with ICS, whereas in the worst runs (below the 25% percentile), results are slightly worse. We also observe that results with HCS have larger fluctuations than the one obtained with the other two strategies. Additionally, the novel strategy SCS shows a reasonable level of accuracy compared to ICS and performs much better than HCS.

Figure 4.4 shows the results obtained in stationary environments when using a spatial selection mechanism. Figure 4.4a and Figure 4.4c show that, when only 1% of the robots are informed, the median values of SCS is slightly worse with respect to the non-spatial selection case (Figure 4.3c). This can be explained by the fact that,
in this case, informed robots are at the boundaries instead of being at random positions. Hence, the propagation of the goal direction in the swarm takes a bit longer. When 10% of the robots are informed (Figure 4.3b versus Figure 4.4b and Figure 4.3d against Figure 4.4d), results with the spatial selection mechanism show a minor dif-
Figure 4.7: Results in simulation. HCS, ICS and SCS in the one-goal non-stationary environment using the spatial selection mechanism: effect on the accuracy. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25% and the 75% percentiles.

Figure 4.7: Results in simulation. HCS, ICS and SCS in the one-goal non-stationary environment using the spatial selection mechanism: effect on the accuracy. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25% and the 75% percentiles.

ference in performance for the two selection mechanisms. In the supplementary material page (Ferrante et al., 2011), we report also the time evolution of the order metric and the distribution of the number of groups at the end of the experiment, showing that the swarm remains always cohesive.

ference in performance for the two selection mechanisms. In the supplementary material page (Ferrante et al., 2011), we report also the time evolution of the order metric and the distribution of the number of groups at the end of the experiment, showing that the swarm remains always cohesive.
When 10% of the robots are informed, ICS and SCS have very similar performance. In all cases, HCS is outperformed by the two strategies, that is still consistent with the results in (Ferrante et al., 2010b).

4.4.2 Real robots

Figure 4.5 reports all the results obtained in the real robot experiments. Figure 4.5a shows that results obtained in the stationary environment are similar to those obtained in simulation (Figure 4.3 and Figure 4.4). Both ICS and SCS perform very well (with a maximum average difference $< 0.075$ with a confidence level of 95%), whereas HCS is not able to reach reasonable levels of accuracy in the same amount of time, that is, 100 seconds ($p$-value $< 0.01$).

4.5 One non-stationary goal direction

4.5.1 Simulation

Figure 4.6 and Figure 4.7 show the results obtained in non-stationary environments when using a non-spatial selection and spatial selection mechanisms, respectively. These results show two points. First, within each stationary phase, the results are all consistent with the results obtained in the stationary environment case. Second, we find that all strategies exhibit, to some extent, some degree of adaptation to the changes in the goal direction. In all the cases, the ranking of the three strategies is the same. SCS performance is always comparable to ICS performance, although slightly lower. On the other hand, SCS is either better than HCS when the proportion of robots is 10% (Figure 4.6b, Figure 4.7b, Figure 4.6d and Figure 4.7d) or much better when there is only 1% informed robots (Figure 4.6a, Figure 4.7a, Figure 4.6c and Figure 4.7c). In the supplementary material page (Ferrante et al., 2011) we report also the time evolution of the order metric and the distribution of the number of groups at the end of the experiment, showing that, also in this case, the swarm remains always cohesive.

4.5.2 Real robots

Results of experiments in one-goal stationary environment (Figure 4.5b) confirm the trend observed in simulation: during both phases, ICS and SCS perform considerably well whereas, with HCS, the informed robots (in this case one) are not able to lead the swarm along the desired direction ($p$-value $< 0.01$).
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Figure 4.8: Distribution of average direction for $N_A = N_B$. Solid black line represents the theoretical average direction in total informed robots. The above and nether edges of the box indicate first and third quartiles. The black center line indicates the median for each dataset.

4.6 Two stationary goal directions

In the experiments with two stationary goal directions, we only studied HCS and we always observed a cohesive swarm, no matter the value of $N_A$, $N_B$ and $|\theta_2 - \theta_1|$ (results not shown).

We now report and discuss the average swarm direction in the three cases: $N_A = N_B$ (no difference), $N_B - N_A = 2$ (small difference) and $N_B - N_A > 2$ (large difference).

No difference ($N_A = N_B$) Figure 4.8 shows that, in most of the cases, the average direction strictly follows the theoretical average direction $\hat{\theta}$. The most noticeable exception is the $\rho_{I1} = \rho_{I2} = 0.01$ case (Figure 4.8a). In this case, the robots are not able to follow the theoretical average direction when $\angle g_2 - \angle g_1$ is too high, and the distribution of the average swarm direction has high standard deviation. This can be explained by the fact that the total proportion of informed robots is not high enough to drive the swarm in the desired direction, as argued in Çelikkanat and Şahin (2010). In fact, Figure 4.8b shows that, with higher total proportion of informed robots, the swarm follows the theoretical average direction more precisely for most configurations of $\angle g_2 - \angle g_1$. 
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Figure 4.9: Distribution of average direction $N_B - N_A = 2$. Solid black line represents the theoretical average direction in total informed robots. The above and nether edges of the box indicate first and third quartiles. The black center line indicates the median for each dataset.

**Small Difference ($N_B - N_A = 2$)** Figure 4.9 shows that, no matter $\angle g_2 - \angle g_1$, the group follows the theoretical average direction. When $\angle g_2 - \angle g_1$ is high, larger total proportion of informed robots (Figure 4.9b) correspond to lower spread in the distribution. $\angle g_2 - \angle g_1 = 180$ degrees is a special case as it presents many outliers. Otherwise, the swarm is able to follow the theoretical average even for $\angle g_2 - \angle g_1 = 179$ degrees.

**Large Difference ($N_B - N_A > 2$)** Figure 4.10 shows that the theoretical average direction represents the goal direction that is known by the majority. Here, a precise following of the theoretical average direction always takes place, even when $\angle g_2 - \angle g_1 = 180$. Additionally, when the total proportion is small, there are a few outliers (Figure 4.10a). These outliers are otherwise not present for higher total proportion of informed (Figure 4.10b).
Figure 4.10: Distribution of average direction for \( N_B - N_A > 2 \). Solid black line represents the theoretical average direction in total informed robots. The above and nether edges of the box indicate first and third quartiles. The black center line indicates the median for each dataset.

4.7 Two non-stationary goal directions

4.7.1 Simulation

In this setting, we report not only the accuracy over time for the non-spatial (Figure 4.11) and spatial (Figure 4.12) selection mechanisms, but also the data regarding the number of groups present at the end of the experiment (Figure 4.13 and Figure 4.14). Figure 4.11 shows the results obtained in two-goal non-stationary environments when using a non-spatial selection mechanism. We first focus on the results for the 1\% informed robots case (Figure 4.11a and Figure 4.11c). In the first phase, between time 0 and \( T_s \), we observe similar results as those observed in stationary environments. Subsequently, during the two-goal phase, all strategies are able to track goal direction \( B \). This can be explained by our choice of parameters, \( \rho_{I2} = 0.1 > \rho_{I1} = 0.01 \), which makes robots informed about goal direction \( B \) easily able to lead the swarm in that direction as only one robot is opposing them. After time \( T_s + T_{\Delta\rho} \), we observe that HCS continues tracking goal direction \( B \), whereas ICS and SCS are able to follow again goal direction \( A \). In Figure 4.13a and Figure 4.13c, we observe that the swarm splits only when using ICS. These results show that both ICS and SCS are preferable to HCS in terms of accuracy, because they are both able
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Figure 4.11: Results in simulation. HCS, ICS and SCS in the two-goal non-stationary environment using the non-spatial selection mechanism: effect on the accuracy. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25\% and the 75\% percentiles.

To track the goal directions (first $A$, then $B$, then $A$ again). However, SCS is better than ICS because it keeps swarm cohesion all the times whereas ICS does not.

When the proportion of informed robots is set to 10\%, results are slightly different. In fact, HCS is not able to track goal direction $B$. This is due to the fact that,
when $\rho_{11} = \rho_{12}$ and the swarm already achieved a consensus decision on goal direction $A$, the number of robots informed about goal direction $B$ is not large enough to make the swarm change this consensus decision. However, the swarm almost never splits, as shown in Figure 4.13b and Figure 4.13d. Figure 4.13b and Figure 4.13d
Figure 4.13: Results in simulation. HCS, ICS and SCS in the two-goal non-stationary environment using the non-spatial selection mechanism: number of groups at the end of the experiment.

show instead that the swarm does not keep cohesion when the strategy used is ICS. This translates into an intermediate level of accuracy during the two-goal phase (Figure 4.11b and Figure 4.11d), due to the fact that when the swarm splits, part of it tracks goal direction $A$ and the other part tracks goal direction $B$. The relative sizes of these groups change from experiment to experiment, which is directly linked to
Figure 4.14: Results in simulation. HCS, ICS and SCS in the two-goal non-stationary environment using the spatial selection mechanism: number of groups at the end of the experiment.

the observed fluctuations around the median value during the two-goal phase of ICS. The best results in these experiments are produced by using SCS. In fact, the swarm is able to first track goal direction $A$, then track goal direction $B$ and then again goal direction $A$ and the swarm cohesion is always guaranteed, even in large swarms.

Figure 4.12 shows the results obtained in two-goal non-stationary environments
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Figure 4.15: Results with real robots. HCS, ICS and SCS in two-goal non-stationary environment. (a) plots the distribution of the accuracy metric over time. Ticker (central) lines represent the medians of the distributions, whereas thinner lines represent the 25% and the 75% percentiles. Figure (b) plots the distribution of the number of groups at the end of the experiments in two-goal non-stationary environment.

when using a spatial selection mechanism. When we first focus on the experiments with only 1% of informed robots (Figure 4.12a and Figure 4.12c), results show that SCS outperforms the other two strategies, as it is the only strategy able to track changes in goal direction (A to B and back to A). HCS behaves as in the non-spatial selection mechanism. Conversely, ICS performs dramatically worse in this case, as the swarm always splits during the two-goal phase (Figure 4.14a and Figure 4.14c), which is due to the fact that informed robots are always selected along the periphery of the swarm. In this case, the swarm can no longer track the goal direction A, as robots informed about goal direction A disconnected from the rest of the swarm during the two-goal phase. Results with 100 robots and 10% informed (Figure 4.14b) are similar to the ones reported, in the analogous case, for the non-spatial selection mechanism. However, with 300 robots, we observe that swarm cohesion is not guaranteed anymore, even when using SCS (Figure 4.14d). This case is in fact the most challenging one, and we included it to show the limits of our method. A large number of robots placed along the periphery is stretching the swarm in two different directions, eventually causing it to split. As a result, the accuracy metric is also affected (Figure 4.12d). This case is unlikely in practice, as in a real application information would be either randomly distributed in the swarm (with robots having
heterogeneous sensors) or possessed by the robots that are leading the swarm in front.

Figure 4.13 and Figure 4.14 show that the number of groups obtained when using ICS differs between the spatial and the non-spatial selection cases. In the non-spatial selection cases more subgroups are formed compared to the spatial selection case. This can be explained by the following argument: when using the non-spatial selection mechanism, several subgroups emerge and split from the main group at different moments of the experiment due to the presence of non-uniform “cluster of informed robots”; when using the spatial selection mechanism, instead, informed robots are spatially distributed in one unique cluster, so that the number of emerging subgroups is smaller and closer to two. For the time evolution of the order metric and for the distribution of group sizes for the first two environment refer to the supplementary materials page (Ferrante et al., 2011).

4.7.2 Real robots

Figure 4.15a shows the results obtained in the two-goal non-stationary environment. HCS performs poorly during all the duration of the experiment since informed robots are never able to stabilize the swarm along one direction. This might be due to the limited time available for real robot experiments, or to the different nature of noise which prevents the control of the direction of the swarm without an effective communication strategy. However, the swarm is aligned along the same direction as the order metric is high (see the supplementary materials page Ferrante et al. (2011)). Using ICS and SCS instead introduces a degree of control on the direction of the swarm. During the first phase (between time 0 and \(T_s\)), the results are consistent with the results in the stationary environment case: ICS and SCS have both good performance, that is, they both track goal direction \(A\), compared to HCS (\(p\)-value < 0.01).

Figure 4.15a also shows that SCS has very good results, comparable to the ones obtained in simulation, also during the subsequent phases, as it first tracks goal direction \(A\), then goal direction \(B\) and finally goal direction \(A\). When using ICS, instead, the swarm continues tracking goal direction \(A\) during the two-goal phases in 70% of the runs (7 out of 10), in which the swarm does not split (Figure 4.15b). However, in the remaining runs (3 out of 10), the swarm splits in two or more groups: one group follows goal direction \(B\), whereas the other group continues following goal direction \(A\). This causes the accuracy metric to have the distribution depicted in Figure 4.15a, that shows median values close to 0.8 and an high spread.

We performed the Wilcoxon rank sum test to compare the medians of the time-
average performance of SCS against HCS and of SCS against ICS during all three phases. The test suggested that SCS consistently outperforms HCS during all three phases (p-value < 0.01), outperforms ICS during the second phase (p-value < 0.01) and performs comparatively as ICS in the first and third phase, as described above.

4.8 Summary and Discussion

In this chapter, we performed experiments with explicit information transfer. In doing so, we employed the communication strategies presented in Section 3.4. The new communication strategies are loosely inspired by the one introduced by Campo et al. (2006) in the context of collective transport. His strategy can be considered a predecessor of ICS: all robots were informed about a noisy goal direction at the beginning of the simulation and kept an estimate of the actual goal direction, which was updated by averaging the goal direction estimated by their neighbors. The main difference between our and their work is twofold: first, they consider a different problem (estimating the actual goal direction by averaging out noise); second, in their work every robot estimates the goal direction and signals its own estimate, while in ICS uninformed robots do not compute an explicit estimate of the goal direction, whereas informed robots do not update the information they send but always send the goal direction.

In Table 4.3 we report a complete overview of the results as a table of experiments. In stationary and non-stationary environments, we showed that SCS and ICS, the two explicit information transfer methods presented in this dissertation, can tackle the problem of following one stationary and non-stationary goal direction successfully. This means that, using ICS or SCS, flocking along a goal direction is possible with a high level of accuracy even if only a few robots are informed about the goal direction and when the desired goal direction changes over time.

In the two-goal stationary environment, we showed that HCS alone is capable of making the swarm follow the average direction between the two without splitting. This result presents some differences when compared to the results of Couzin et al. (2005), where they also studied the conflicting goal direction case but showed that the resulting average direction strongly depends on the difference between the two goal directions. This lack of agreement might be due either to the different methodology or to the different level of detail in the simulations.

Results obtained in two-goal non-stationary environments reveal the benefits of using the most advanced of the explicit information transfer strategies studied in this dissertation: SCS. In fact, SCS provides swarm cohesion in almost all cases without
Table 4.3: Table of experiments summarizing all the results of this chapter. The order of the experiments is the same as they appear in the text. For experiments in one-goal (stationary and non-stationary) environments and in two-goal non-stationary environments, we report what are the best performing strategies and with which strategies the swarm splits (last two columns) for each setting (first four columns). In experiments in two-goal stationary environments, we report whether the swarm tracked the average direction and whether it has split, and we recall that here we used always HCS with a swarm of 100 robots.
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sacrificing accuracy. On the other hand, ICS is very strong in providing high level of accuracy but performs dramatically worse in maintaining swarm cohesion. This general message holds for both experiments executed in simulation and with the real robots.
Chapter 5

Explicit information transfer in collective transport

In this chapter, we present an application of explicit information transfer to collective transport. The goal is to control a group of robots that are attached to an object and that need to move in a coordinated fashion while carrying the object to a required location. The environment is cluttered by obstacles: the robots use explicit information transfer to share directional information and to integrate the direction to the goal location with the obstacle avoidance direction.

The chapter is organized as follows. In Section 5.1, we introduce the collective transport problem, some related literature and our approach. In Section 5.2, we describe the collective transport method. In Section 5.3, we describe the experimental setup. In Section 5.4, we present experimental results, and in Section 5.5 we conclude with a summary and a discussion.

5.1 Problem description

In collective transport, a group of robots cooperates in order to transport an object that cannot be transported by a single robot due to several reasons such as the weight or the size of the object. Collective transport within swarm robotics has received substantial attention during the last decade. Campo et al. (2006) investigated the use of a goal negotiation strategy similar to HCS presented in this dissertation (see Section 3.4 and Section 4.8 for a description and discussion). The strategy was used to achieve collective transport in a goal direction without obstacles. Other authors used artificial evolution to tackle the collective transport problem (Groß and M.Dorigo, 2009; Trianni and Dorigo, 2006; Baldassarre et al., 2006). The latter two articles studied a collective transport problem similar to the one considered in this
chapter. In Trianni and Dorigo (2006), robots are physically connected to each other and must navigate in an environment with holes to be avoided and without a goal direction. Similarly, in Baldassarre et al. (2006) physically connected robots must navigate in an environment with obstacles, furrows and holes towards a light source (goal direction). Through artificial evolution, both authors synthesized a behavior that heavily exploits the traction sensor, a specialized sensor that is able to detect forces exerted among the connected robots. The use of the traction sensor can be considered an implicit information transfer mechanism, since it allows robots to implicitly share information on their orientation in a similar way as done in this dissertation for flocking (see Chapter 6).

In this chapter, we propose a control strategy that can be considered an application of ICS (see Section 3.4.2 and Section 3.4.3) to collectively transport an object to a goal location and in presence of obstacles. This chapter’s contribution to this dissertation is two fold. First, it strengthens the value of the proposed explicit information transfer mechanism as we show that it can also be applied to another collective behavior. Second, together with existing work in collective transport (Baldassarre et al., 2006), it contributes to the information transfer framework used in this dissertation: we use explicit information transfer via local communication while Baldassarre et al. (2006) used implicit information transfer via traction sensor.

5.2 Explicit information transfer and collective transport

As we did in Chapter 4, we consider two conflicting goal directions: the first, denoted by $\angle g_1$, is the direction to the goal location; the second, denoted by $\angle g_2$, is the direction to an obstacle to be avoided. As in Chapter 3, we explain the method from the point of view of a single robot which we call the focal robot. At a given moment, the focal robot might have access to both $\angle g_1$ and $\angle g_2$, to only one of them or to none of them. This is because obstacles might not be always in the range of sight of the focal robot ($\angle g_2$ not available) or because the goal direction is not perceived by the focal robot due to occlusions by obstacles ($\angle g_1$ not available).

We designed a hierarchically organized control method, in which the Collective transport component is decomposed into three components that we call goal detector, obstacle detector and social mediation.

Social mediation, explained in Section 5.2.1, is the explicit information transfer method used to negotiate the navigation direction used in collective transport, in turns explained in Section 5.2.2. The two low level control components goal detector and obstacle detector are used as follows. Goal detector is used to obtain the goal direction
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\angle g_1$</td>
<td>Goal direction</td>
<td>Collective transport</td>
</tr>
<tr>
<td>$\angle g_2$</td>
<td>Obstacle direction</td>
<td>Collective transport</td>
</tr>
<tr>
<td>$\angle g_P$</td>
<td>Preferred direction that takes into account $\angle g_1$ and $\angle g_2$ (if present)</td>
<td>Social mediation</td>
</tr>
<tr>
<td>$\angle a$</td>
<td>Socially mediated angle $\angle a = \sum_{i \in N_{CT}} e^{j\theta s_i}$</td>
<td>Social mediation, collective transport</td>
</tr>
<tr>
<td>$\overline{\angle a}$</td>
<td>Weighted time average of $\angle a$</td>
<td>Collective transport</td>
</tr>
<tr>
<td>$\theta_0$</td>
<td>Robot orientation</td>
<td>Collective transport</td>
</tr>
<tr>
<td>$\theta_{s_0}$</td>
<td>Direction sent by social mediation: $\angle a$ when $amSocial$ is true or $\angle g_P$ when it is false</td>
<td>Social mediation</td>
</tr>
<tr>
<td>$\theta_{s_1} ... \theta_{s</td>
<td>N_{CT}</td>
<td>}$</td>
</tr>
</tbody>
</table>

Table 5.1: Explanation of the notation used to describe the control method.

$\angle g_1$, obstacle detector is used to detect the presence of obstacles and to obtain the angle $\angle g_2$ of the closest obstacle when detected.

In the following, we use a notation that is as much as possible consistent with the one used in the other chapters. The notation is explained and summarized in Table 5.1.

5.2.1 Social mediation

Social mediation is an explicit information transfer strategy that consists in the adaptation of ICS (see Section 3.4.2) to collective transport. It needs two pieces of directional information: $\angle a$ and $\angle g_P$. $\angle a$ is the socially mediated direction, which is computed in a similar way as the angle of the alignment control vector (see Section 3.4). $\angle g_P$ is the robot’s preferred direction, and needs to take into account both $\angle g_1$ and $\angle g_2$ when present, as explained in Section 5.2.2. The main idea behind the algorithm is the following: When the focal robot is non informed (i.e., it does not have any information on the goal direction $g_1$ or on the obstacles direction $g_2$), it has an internal flag $amSocial$ set to true. In this case, the focal robot computes $\angle a$, the average of the directional information available to its neighbors, and sends this value to the other robots. However, when the focal robot is informed (i.e., it has information on the goal direction $g_1$ or on the obstacles direction $g_2$), it sets the $amSocial$ flag to false. In this case, it sends its own preferred direction $\angle g_P$, which takes into account the goal directions. The $amSocial$ flag of this component, as well as the preferred direction $\angle g_P$, are updated by collective transport, as explained in Section 5.2.2. Thus, when all other robots are non informed and sending $\angle a$, the opinion of the focal robot diffuses in the group, that is $\angle a$ through the group converges to $\angle g_P$.

Algorithm 1 explains the steps executed at every control step: The focal robot receives the directional piece of information $\theta_{s_1} ... \theta_{s|N_{CT}|}$ of its neighbors, where $N_{CT}$ is the set containing the neighbors of the focal robot. The socially mediated direction $\overline{\angle a}$ is computed by averaging the directional information received by the neighbors (line 2), with the robot’s
own information $\theta_{s_0}$. The directional information $\theta_{s_0}$ is then determined (lines 3-7) and sent (line 8).

**Algorithm 1** Social mediation control loop

1: Receive($\theta_{s_1} \ldots \theta_{s_{|N_{CT}|}}$)
2: $\angle a \leftarrow \angle \sum_{i \in N_{CT}} e^{i \theta_{s_i}}$
3: if amSocial then
4: $\theta_{s_0} \leftarrow \angle a$
5: else
6: $\theta_{s_0} \leftarrow \angle g_P$
7: end if
8: Send($\theta_{s_0}$)

We now describe the main control method, that uses social mediation and the other two components to achieve collective transport with obstacle avoidance.

### 5.2.2 Collective transport

In this section we present the main control method for collective transport with obstacle avoidance. This main component uses the other three components explained at the beginning of this section. We explain the method in Algorithm 2, where Component :: denotes an interaction with sub-component Component :: (SocialMediation ::, GoalDetector :: or ObstacleDetector ::). Additionally, here directional information is always considered as relative to the focal robot orientation, denoted with $\theta_0$, obtained via the common light source.

At the beginning of Algorithm 2, sensors are used to verify whether the goal and/or obstacles are perceived (lines 1-2). The corresponding directions $\angle g_1$, corresponding to the goal direction, and $\angle g_2$, corresponding to the angle of the closest obstacle, are also obtained.

Depending to which information is available to the focal robot, the value of the amSocial flag is determined (lines 3-7): If the focal robot perceives an obstacle or the goal direction, amSocial is set to false; otherwise, if neither the goal direction nor an obstacle are perceived, amSocial is set to true.

When only the goal direction is perceived, the focal robot simply informs the other robots about the goal direction by setting its preferred direction $\angle g_P$ to the goal direction $\angle g_1$ (line 9). When only the obstacle is perceived, the focal robot avoids the obstacle and computes the preferred direction as $\angle g_P = \angle g'_2$ (opposite direction of $\angle g_2$) by setting a weight factor $w_{CT} = 1$ (line 15), used to compute a weighted average (see below).

When, however, both the obstacle and the goal direction are perceived, the focal robot needs to integrate these two pieces of information and to compute the preferred direction $\angle g_P$ accordingly: $\angle g_1$ and $\angle g_2$ are thus averaged using a weighted average and the result is assigned to $\angle g_P$ (lines 17). The weighted average uses a weight $w_{CT} \in [0,1]$, which is a function of the distance between the robot and the obstacle (line 13) and represents
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Algorithm 2 Collective transport control loop

1: \[ \angle g_1, \text{goalPerceived} = \text{GoalDetector} :: \text{PerceiveGoal}() \]
2: \[ \angle g_2, d_o, \text{obstaclePerceived} = \text{ObstacleDetector} :: \text{PerceiveObstacle}() \]
3: if goalPerceived or obstaclePerceived then
4: \( \text{SocialMediation} :: \text{amSocial} \leftarrow \text{false} \)
5: else
6: \( \text{SocialMediation} :: \text{amSocial} \leftarrow \text{true} \)
7: end if
8: if goalPerceived then
9: \( \text{SocialMediation} :: \angle g_P \leftarrow \angle g_1 \)
10: end if
11: if obstaclePerceived then
12: if goalPerceived then
13: \( w_{CT} \leftarrow -\frac{d_o}{\min(d_o,D_{CT})} + 1 \)
14: else
15: \( w_{CT} \leftarrow 1 \)
16: end if
17: \( \text{SocialMediation} :: \angle g_P \leftarrow \angle (w_{CT} g_2 + (1 - w_{CT}) g_1) \)
18: end if
19: \( \text{SocialMediation} :: \text{ControlStep}() \)
20: \( \angle a \leftarrow \angle ((1 - \omega) \overline{a} + \omega a) \)
21: \( \text{MotionControl}(\overline{\theta}_S) \)

how urgent it is to avoid obstacles: \( w_{CT} = 1 \) when the obstacle is very close \( (d_o = 0) \) and \( w_{CT} = 0 \) when it is far away \( (d_o = D_{CT}) \), the maximal perception range of obstacles. We set \( D_{CT} = 0.75 \) meters, half of the maximal range of the distance scanner, and we use the min operator to avoid negative values for \( w_{CT} \).

Once \( \angle g_P \) is computed, the control step of social mediation is executed (line 19). As a result, the angle \( \angle a \) is computed by social mediation. This angle is then filtered by computing a weighted time average (line 20) to filter out the effect of noise, with a factor \( \omega = 0.25 \).

Finally, the motion control logic uses the filtered socially mediated direction \( \overline{a} \) as a reference direction to be followed (line 21). The focal robot first converts the socially mediated direction to its local frame of reference using its own orientation \( \theta_0 \). It then computes the left and right wheel speeds:

\[
N_L = u + \frac{\omega}{2} l, \\
N_R = u - \frac{\omega}{2} l, \\
\omega = K_{CT} \angle \overline{a},
\]

where \( N_L, N_R \) are the wheel rotation speeds of the left and right wheel speed respectively, \( l = 0.1 \) m is the distance between the two wheels, \( u \) and \( \omega \) are the forward and angular velocities respectively. The forward velocity \( u = 7 \) cm/s is kept constant, whereas we vary
the angular velocity $\omega$ proportionally to the socially mediated direction $\angle a$ to be followed, where $K_{CT} = 3$ is a proportional factor (we assume a clockwise convention for the angles). This motion control method is equivalent to MIMC (presented in Section 3.5). Here, we use MIMC and not MDMC as it is the only one of the two that does not require full vectorial information but only directional information.

5.3 Experimental setup

A group of three simulated robots are attached to an irregularly shaped object (Figure 5.1). The task is to collectively transport the object from an initial to a goal location. The object is irregular in the sense that it cannot be grasped through its entire perimeter but only in certain regions.

We performed three sets of experiments. The first two sets consider a simple environment, where we position only one obstacle at the center of the arena with varying angle $\vartheta$ (see Figure 5.2a). For each set of experiments, we executed 100 runs. Our hypothesis is that the more $\vartheta$ tends to 0, the longer it takes to avoid the obstacle in collective transport. We also expect (and confirm) that the proposed control method is robust enough to always accomplish the task (move from an initial to a goal location, see Figure 5.2b) in this simple environment. We hence report the completion times as a function of $\vartheta$. The difference between the first and the second set of experiments is that in the first set we just analyze the impact of the angle $\vartheta$ by keeping the projected size of the obstacle $l_{obs}$ fixed (Figure 5.2a),
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Figure 5.2: (a) The controlled obstacle parameters in the first two sets of experiments. (b) An example of complex environment.

whereas in the second set we also analyze the impact of the varying projected size, keeping $l_{obs}$ fixed. Execution times are reported in time-steps. Each simulated second corresponds to 10 time-steps.

In the third set of experiments, we randomly generate complex environments, of the type depicted in Figure 5.2b, in which a number of cuboid-shaped obstacles are present, each with an arbitrary position and orientation. Since here we are not interested in any comparison, we only report the success rate of the method. We executed a total of 1000 runs, where in each run the angle and an offset of the position of each obstacle is generated at random.

As done in Chapter 4 and 6 for flocking, a light is placed in the environment to establish a common frame of reference for all the robots (more details on the implementation and on the used sensors and actuators can be found in Appendix A.1.3). For the sake of simplicity, the robots use the direction of the light source as the goal direction, that is, they perform photo-taxis.

5.4 Results

Figure 5.3 shows the results for the first two sets of experiments performed in the simple environments. The success rate is 100%, and the initial hypothesis can be accepted, as the execution times solely depends on $\vartheta$ and not on the projected length $l_{obs}$ of the obstacle. In fact, execution times increase with increasing values for $\vartheta$, that is, the more the obstacle is perpendicular to the direction of motion, the longer it takes for the robots to perform obstacle avoidance. However, execution times are almost identical in the two cases (Figure 5.3a and
The case $\vartheta = 0$ is particularly problematic. Average times are much higher, and many more outliers are present (not fully shown due to scale differences). This is explained by the fact that, when the obstacle is perpendicular to the direction of motion, i.e. $\vartheta = 0$, the avoidance direction takes some time to converge to one of the two possible obstacle avoidance sides. Despite this, all the runs were successful and no collision was registered.

In the third set of experiments, results showed a success rate of 96%. In the remaining 4% of the cases, robots hit an obstacle and hence the corresponding run was terminated. After analyzing failure cases separately, we found out that they were all due to the slow turning rate of the compound robot structure in the goal direction after avoiding an obstacle. This slow turning rate made the robot hit the next obstacle when too close. A video showing one typical run for this set of experiments can be found in a web page (Ferrante et al., 2010a).

5.5 Summary and Discussion

In this chapter, we presented an application of explicit information transfer to tackle obstacle avoidance in collective transport. The task involves collective transport of an object by a group of three robots. In this task, robots assembled to an object need to navigate to a given goal location while avoiding obstacles.

The proposed method consists of two interacting components. The first component is called social mediation and is used to perform negotiation of a common direction through
explicit information transfer by taking into account possibly conflicting perceptions of the members of the group. The second component achieves collective transport, using this mediated direction.

Experiments were performed in a simple environment with one obstacle placed at different angles and in a more complex environment with several obstacles. Results in the simple environment show that the efficiency (inversely linked to execution times) of the method solely depends on the angle at which obstacles are placed, and that the more the obstacle is placed perpendicularly to the direction of motion the more time it takes to avoid it. In a more complex environment, we measured the success rate of the proposed approach, obtaining 96% of successful runs.

This work has been used in a practical situation. In the context of the Swarmanoid project, the method presented in this chapter was used in the final demonstration scenario: two foot-bots transported an hand-bot from a source location to a destination and back to the source, while going through doors and avoiding obstacles and other groups of robots performing the same task. The work has also attracted the attention of the research community working on formal methods. In Gjondrekaj et al. (2012), a theoretical model of the system was developed and used to prove some properties of the algorithm, such as that no situations involving a cyclic dependency (i.e., no “deadlocks”) can arise. Finally, the work can be extended in a number of directions. For example, it would be interesting to perform a direct comparison between explicit and implicit information transfer in collective transport. This would imply re-synthesizing or re-engineering the implicit information transfer strategy developed in Baldassarre et al. (2006) to directly compare it to the one presented in this chapter. A second and more ambitious objective would be to control a group of an arbitrary number of robots connected to each other and/or to an irregular object at different positions: We speculate that the social mediation methodology can be extended to tackle dynamic negotiation of heading direction with an arbitrary number of robots.

---

1Swarmanoid: the movie, [http://www.youtube.com/watch?v=M2nn1X9X1ps](http://www.youtube.com/watch?v=M2nn1X9X1ps), January 2013
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Implicit information transfer via motion Control

In this chapter, we present the experiments performed on implicit information transfer. We show that it is possible to achieve flocking without the need of explicit communication. We achieve this via a novel motion control method, that is, a novel method to convert sensing information into robot’s wheel speed. Despite the simplicity of the method, the mechanism underlying implicit information transfer is complex and hard to understand. For this reason, after analyzing the method empirically in this chapter, in Chapter 7, we use statistical physics to better analyze its dynamics and to understand what are the driving forces behind it.

The chapter is organized as follows. We first present the problem description (Section 6.1). We then define the metrics (Section 6.2) and the experimental setup (Section 6.3). In Section 6.4, we analyze an hybrid explicit/implicit information transfer setting. We then perform flocking experiments with implicit information transfer, both without (Section 6.5) and with (Section 6.6) informed robots. We conclude the chapter with a summary and discussion (Section 6.7).

6.1 Problem description

In this chapter, we propose and study magnitude dependent motion control (MDMC), a mechanism that can be used to achieve flocking via implicit information transfer.

In the robotics literature, to the best of our knowledge, flocking has been achieved mainly relying on explicit information transfer (Turgut et al., 2008a; Çelikkanat and Şahin, 2010). This means that alignment control, or an equivalent method, is used. In other work, flocking has been achieved either relying on simulated sensors (Hayes and Dormian-Tabatabaei, 2002; Holland et al., 2005) or by making all or the majority of the robots aware of the desired goal direction (Matarić, 1994; Spears et al., 2004), thus not needing directional information...
transfer. However, when the knowledge of the goal direction is widely available in the swarm, it is not clear whether the alignment of all robots in the same direction results from this global information or rather from a self-organization process.

MDMC has been described in Section 3.5. MDMC is a method that, together with proximal control, achieves flocking with minimal components. By minimal we mean that, differently from Turgut et al. (2008a), alignment control is not needed; differently from (Hayes and Dormiani-Tabatabaei, 2002; Holland et al., 2005), external hardware is not needed; differently from (Matarić, 1994; Spears et al., 2004), information about the goal direction is not needed. Our method achieves ordered and cohesive flocking using very simple robot hardware: robots only need to be non-holonomic and to sense their neighbors’ range and bearing. Furthermore, we believe that our model is simple but powerful enough to be used as a reference model for biology, for studying the movement of very simple animals (Simpson et al., 2006) or cells (Szabó et al., 2006), in which information exchange appears to be implicit. Additionally, as explained in Chapter 7, the model is useful also in the context of statistical physics, for studying the principles underlying swarms of active particles (Vicsek et al., 1995; Romanczuk et al., 2009).

In this chapter, we directly compare MDMC with magnitude independent motion control (MIMC), which was used in Turgut et al. (2008a) and in Çelikkanat and Şahin (2010), showing that only MDMC is able to achieve flocking without alignment control and without informed robots. We systematically study self-organized flocking by performing extensive simulations and validating our results on real robots. First, we analyze the case with hybrid explicit/implicit information transfer: here, only a fraction of the robots, which we call the aligning robots, use alignment control (Section 6.4). We then conduct different experiments in which either all robots or none of the robots use alignment control and in which informed robots are not present (Section 6.5). We then repeat the latter experiments by also introducing informed robots (Section 6.6).

6.2 Metrics

In this section we describe the metrics used to measure performance. In addition to order (Vicsek et al., 1995) and accuracy (Couzin et al., 2005), presented in Section 4.2, in this chapter we introduce and use the following new metrics:

**Group cohesion:** This metric is used only in experiments with hybrid explicit/implicit information transfer. To compute it, we determine the number of groups \( g \) present at the end of each experiment (Couzin et al., 2005), as described in Section 4.2. Group cohesion is then computed as:

\[
\varphi = 2 - \min(2, g).
\]
and takes therefore values in \([0, 1]\).

**Rescaled group speed:** This metric is also only used in experiment with hybrid explicit/implicit information transfer. To compute it, we first calculate the average group speed as:

\[
s = \frac{\| c_T - c_0 \|}{T},
\]

where \(T\) is the total duration of one experiment and \(c_T\) and \(c_0\) are the positions of the center of mass of the swarm at the end and at the beginning of the experiment, respectively. We then rescale the average group speed:

\[
s_r = \frac{s}{U},
\]

where \(U\) is the maximum forward speed of motion control. \(s_r\) takes therefore values in the \([0, 1]\) interval.

**Steady-state values:** To analyze the asymptotic dynamics of the system, we assume that the system always reaches a steady state, and we measure the steady-state value of the order (\(\bar{\psi}\)) and of the accuracy (\(\bar{\delta}\)) metrics by computing the asymptotic values reached by the order and the accuracy metric at the end of an experiment. They are computed as the average value of the metric in the last 100 simulated seconds:

\[
\bar{\psi} = \frac{\sum_{t=T-100}^{T} \psi_t}{100}, \quad \bar{\delta} = \frac{\sum_{t=T-100}^{T} \delta_t}{100}.
\]

Here, \(\psi_t\) denotes the order and \(\delta_t\) the accuracy at time \(t\).

**Settling times:** The order and accuracy settling time are the time needed to reach the steady-state value of the order and of the accuracy metric, respectively. More precisely, the order (accuracy) settling time \(t^*_\psi (t^*_\delta)\) is defined as the time for which \(\forall t \geq t^*_\psi (\forall t \geq t^*_\delta)\) we have \(\psi_t \geq 0.95 \bar{\psi} (\delta_t \geq 0.95 \bar{\delta})\). In other words, \(t^*_\psi (t^*_\delta)\) is the time after which the value of the order \(\psi_t\) (accuracy \(\delta_t\)) metric remains consistently above the 95\% of the steady-state value \(\bar{\psi}\) (\(\bar{\delta}\)) of the order (accuracy) metric.

**Effective traveled distance:** The effective traveled distance is the distance, in meters, traveled following the desired goal direction. It is computed as the total distance traveled projected onto the goal direction \(g_1\):

\[
D_e = (c_T - c_0) \cdot g_1.
\]
Table 6.1: Experimental values or range of values for all constants and variables used in Experimental setting 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value(s) / Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of robots</td>
<td>{25, 100}</td>
</tr>
<tr>
<td>$R$</td>
<td>Number of runs per setting</td>
<td>50</td>
</tr>
<tr>
<td>$\rho_A$</td>
<td>Prop. of aligning robots</td>
<td>{0.4, 0.8}</td>
</tr>
<tr>
<td>$\beta_1/\alpha_1$</td>
<td>Aligning robots parameters</td>
<td>{1, 2, 4, 6, 8, 10}</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>Non-aligning robots parameter</td>
<td>{1, 2, 4, 6, 8, 10}</td>
</tr>
<tr>
<td>$U$</td>
<td>Maximum forward speed</td>
<td>1.5 cm/s</td>
</tr>
<tr>
<td>$K_1$</td>
<td>MDMC linear gain</td>
<td>0.25 cm/s</td>
</tr>
<tr>
<td>$K_2$</td>
<td>MDMC angular gain</td>
<td>0.1 rad/s</td>
</tr>
<tr>
<td>$K_3$</td>
<td>MIMC angular gain</td>
<td>0.5 rad/s</td>
</tr>
<tr>
<td>$l$</td>
<td>Inter-wheel distance</td>
<td>0.1 m</td>
</tr>
<tr>
<td>$U_{\text{max}}$</td>
<td>max forward speed</td>
<td>20 cm/s</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>max angular speed</td>
<td>$\pi/2$ rad/s</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Strength of potential function</td>
<td>0.5</td>
</tr>
<tr>
<td>$d_{\text{des}}$</td>
<td>Desired inter-robot distance</td>
<td>0.6 m</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Amount of noise</td>
<td>0.1</td>
</tr>
<tr>
<td>$T$</td>
<td>Duration of experiments</td>
<td>600 s</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>ARGoS integration time-step and real robot control step</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>

Here, $c_T$ and $c_0$ are the position vectors of the center of mass of the swarm at time $t = T$ and $t = 0$, respectively; $g_1$ is the goal direction (unique in this case), and $\cdot$ denotes the dot (scalar) product of two vectors.

### 6.3 Experimental setup

In this section, we describe the experimental setup used in simulation and with the real robots.

#### 6.3.1 Simulation experimental setup

We compared MDMC, the proposed motion control method, with MIMC, the motion control method used in Turgut et al. (2008a), and Çelikkanat and Şahin (2010). We conducted three sets of experiments.

1. **Hybrid explicit-implicit information transfer** Here, there is no robot informed about the desired goal direction, and the swarm is composed of a proportion $\rho_A \in [0, 1]$ of *aligning robots*, that use alignment control. The rest of the swarm is composed of *non-aligning* robots that do not use alignment control.
Variable & Description & Value \\
\hline
$N$ & Number of robots & $\{10, 50, 100, 500, 1000\}$ \\
$R$ & Number of runs per setting & 100 \\
$\rho_I$ & Proportion of informed robots & $\{0.01, 0.05, 0.1, 0.15, 0.2\}$ \\
$\alpha$ & Weight of proximal control & 1 \\
$\beta$ & Weight of alignment control & 1 \\
$\gamma$ & Weight of goal direction & 1 \\
$U$ & Maximum forward speed & 0.005 m/s \\
$\Omega$ & Maximum angular speed & $\pi/2$ rad/s \\
$K_1$ & MDMC linear gain & 0.5 cm/s \\
$K_2$ & MDMC angular gain & 0.06 rad/s \\
$K_3$ & MIMC angular gain & 0.25 rad/s \\
l & Inter-wheel distance & 0.14 m \\
$\epsilon$ & Strength of potential function & 1.5 \\
$\sigma$ & Distance-related proximal control parameter & 0.4 m \\
d$_{des}$ & Desired inter-robot distance & 0.56 m \\
$D_p$ & Maximum interaction range of proximal control & $1.8d_{des} = 1.008$ m \\
$D_a$ & Maximum interaction range of alignment control & 2.0 m \\
$\xi$ & Amount of noise & 0.1 \\
$T$ & Duration of experiments & 2500 s \\
$\Delta t$ & ARGoS integration time-step and real robot control step & 0.1 s \\
\hline

Table 6.2: Parameter values or range of values used in the controller and in simulations in Experimental setting 2 and 3. The values in **bold** are the nominal values, that is, the values used in experiments when the effect of another parameter is explored.

2. **Implicit information transfer without informed robots** Here, there is no robot informed about the goal direction. We perform experiments with all robots and with no robot using alignment control, and we analyze the impact of different swarm sizes on the transient and on the steady-state dynamics of the system.

3. **Implicit information transfer with informed robots** Here, we select a proportion $\rho_I$ of informed robots and we inform them about the goal direction. The informed robots and the goal direction are randomly selected at the beginning of each run. All the other robots remain uninformed during the experiment. Similarly to Experimental setting 2, we perform experiments with all robots and with no robot that uses alignment control.

We now explain the experimental setup by making the distinction between each set of experiments.
Table 6.3: Parameter values or range of values used for the real robot experiments in Experimental setting 2 and 3. All the parameters related to the controllers were omitted in this table, since they are the same as in simulation (refer to Table 6.2).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>Number of robots</td>
<td>8</td>
</tr>
<tr>
<td>(R)</td>
<td>Number of runs per setting</td>
<td>10</td>
</tr>
<tr>
<td>(\rho_i)</td>
<td>Proportion of informed robots</td>
<td>0.2</td>
</tr>
<tr>
<td>(T)</td>
<td>Duration of experiments</td>
<td>300 s</td>
</tr>
<tr>
<td></td>
<td>All the other control parameters</td>
<td>See Table 6.2</td>
</tr>
</tbody>
</table>

Experimental setting 1

In Experimental setting 1, aligning robots compute the flocking control vector using both proximal control and alignment control (see Section 3.2):

\[
f = \alpha_1 p + \beta_1 h,
\]

whereas non-aligning robots only use proximal control:

\[
f = \alpha_2 p.
\]

We study the impact of the relative contribution of proximal and alignment control (\(\alpha_1\), \(\alpha_2\) and \(\beta_1\)). We further classify Experimental setting 1 in two sets:

**MIMC-MIMC** In this case, all robots use MIMC. Here, we study the effect of the ratio \(\frac{\beta_1}{\alpha_1}\), and we do not change \(\alpha_1\) and \(\beta_1\) independently, since MIMC does not utilize the magnitude of \(f\), but only its angular component. As such, multiplying both \(\alpha_1\) and \(\beta_1\) with the same constant value will produce no difference in the robot motion. For the same reason, \(\alpha_2\) does not affect the robot motion.

**MIMC-MDMC** In this case, aligning robots use MIMC whereas non-aligning robots use MDMC. For the non-aligning robots, the magnitude of \(f\) plays a role in their motion. Thus, additionally to studying the impact of \(\frac{\beta_1}{\alpha_1}\) to the dynamics of the aligning robots, we study the impact of \(\alpha_2\) to the dynamics of the non-aligning robots.

We analyze flocking with medium (\(N = 25\)) and large (\(N = 100\)) swarm sizes and with low (\(\rho_A = 0.4\)) and high (\(\rho_A = 0.8\)) proportions of aligning robots. We study the effect of changing the ratio \(\frac{\beta_1}{\alpha_1} \in \{1, 2, 4, 6, 8, 10\}\) and, for the MIMC-MDMC case, we also study the effect of changing \(\alpha_2 \in \{1, 2, 4, 6, 8, 10\}\), but we report only the results obtained with the best case, that is, \(\alpha_2 = 10\) (refer to Stranieri et al. (2011b) for the complete set of results). In a
supplementary web page (Stranieri et al., 2011b), we also report the flocking performance as a function of \( \rho_A \in \{0.2, 0.4, 0.6, 0.8, 1.0\} \).

We study how the heterogeneous flocking performance is influenced by: i) the way robots implement their motion (MIMC-MIMC motion versus MIMC-MDMC motion), ii) the parameters that affect the strength of the proximal control vector and of the alignment control vector, that is, \( \frac{\alpha_1}{\alpha_1} \) and \( \alpha_2 \), and iii) the ratio of aligning robots \( \rho_A \).

**Experimental setting 2 and 3**

In Experimental setting 2 and 3, we utilize the models described in Chapter 3 in the following way: In experiments without informed robots and without alignment control, all robots use Model 3.2 (Equation 3.2 - only proximal control). In experiments without informed robots and with alignment control, all the robots use Model 3.4 (Equation 3.4 - proximal control and alignment control). In experiments with informed robots and without alignment control, informed robots use Model 3.3 (Equation 3.3 - proximal control and goal direction), whereas the rest of the swarm uses Model 3.2 (Equation 3.2 - only proximal control). Finally, in experiments with informed robots and with alignment control, informed robots use Model 3.1 (Equation 3.1 - proximal control, alignment control and goal direction) and the rest of the swarm uses Model 3.4 (Equation 3.4 - proximal control and alignment control).

In these experiments, we study both the transient and steady state behavior of the system. When analyzing the transient behavior, we report the time evolution of the median value of the order or of the accuracy metrics, with the corresponding error bars showing the values at the 25\% and the 75\% percentile scores (see Figure 6.3 for an example). When analyzing the steady-state behavior, we report the box-plot of the distribution of the steady-state values and of the settling times. In experiments with informed robots, we also report the box-plot of the distribution of the effective traveled distances.

**Experimental setting 1, 2 and 3**

In all experiments, we add noise to several components of our system: to the proximal control vector \( p \), to the alignment control vector \( a \), and to the goal direction vector \( g \). We consider only angular noise, as commonly done in flocking studies (Vicsek et al., 1995; Turgut et al., 2008a), and we model it as a random variable uniformly distributed in the range \((-\xi 2\pi, +\xi 2\pi)\). For each experimental setting, we execute \( R \) independent runs.

At the beginning of each run, \( N \) mobile robots are placed within a circle at random positions and orientations. The radius of the circle is chosen so that the mean density of the initial configuration is kept fixed at 5 robots per square meter, independently of the number of robots \( N \). In the experiments with informed robots or with aligning robots, a light source is also placed at a fixed position in the arena, in such a way to be seen by all robots that use it as a global reference frame.
6.3.2 Real robot experimental setup

In order to validate MDMC, we perform experiments on real robots for Experimental setting 2 and 3. The details of the experimental setup are the same as the ones reported in Section 4.3.2 and will not be repeated here.

We conduct two sets of experiments as we did in simulation: without and with informed robots. All parameters are kept the same as in the simulations. We only change the number of robots and the duration of the experiments in order to comply with arena-size constraints. We consider a proportion of 25% informed robots. The parameters used with real robots are summarized in Table 6.3. All other parameters are the same as used in simulation (Table 6.2).

For each of the two sets of experiments, and for each of the two motion control methods, we execute 10 runs and report the median values of the metrics together with their first and third quartiles.

6.4 Hybrid explicit-implicit information transfer

We present here the results of the hybrid explicit-implicit information transfer case.

6.4.1 Results in the MIMC-MIMC case

The experimental results for MIMC-MIMC case are depicted in Figure 6.1. We first focus on the $\rho_A = 0.8$ case, for both $N = 25$ (Figure 6.1a) and $N = 100$ (Figure 6.1b). Results show that the swarm is cohesive in most runs. However, order and rescaled group speed are high only when $\frac{\beta_1}{\alpha_1} \geq 2$. Furthermore, while order is high at different values of the ratio $\frac{\beta_1}{\alpha_1}$, rescaled group speed increases with increasing values of $\frac{\beta_1}{\alpha_1}$, until it saturates at around $\frac{\beta_1}{\alpha_1} = 6$. This shows that, when the contribution of alignment control is higher, robots tend to move faster. This is explained by the fact that the alignment control vector has less fluctuations, over time, compared to the proximal control vector. Thus, the higher the contribution of alignment control, the more the robots tends to move forward rather than turning. This allows the swarm to move faster, until speed saturates at the maximum forward speed $U$.

When the proportion of aligning robots is $\rho_A = 0.4$, performance gets sensibly worse (Figures 6.1c and 6.1d). In both cases ($N = 25$ and $N = 100$), we observe two possible outcomes: for small values of the ratio $\frac{\beta_1}{\alpha_1}$ the swarm remains cohesive but does not move. This happens because the contribution of alignment control is not high enough to have the aligning robots pulling the swarm in a direction. For larger values of the ratio $\frac{\beta_1}{\alpha_1}$, rescaled group speed and order are higher. However, in this case, the swarm splits in at least 25% of the runs. This happens because, in those runs, clusters of non-aligning robots are formed. Since the motion of non-aligning robots is governed only by proximal control, they tend to turn on spot more frequently than moving forward. Thus, non-aligning robots are not able
6.4. HYBRID EXPLICIT-IMPLICIT INFORMATION TRANSFER

Figure 6.1: MIMC-MIMC case experiments for varying swarm size ($N \in \{25, 100\}$) and ratio of aligning robots ($\rho_A \in \{0.4, 0.8\}$). Thick lines show the median values, whereas the gray areas show the 25% and the 75% inter-quartile range of the data. For group cohesion, filled circles correspond to median values and empty circles to the 25% percentile score of the data.

to match the higher speed of the aligning robots and remain disconnected from the group.

In Stranieri et al. (2011b), we also report the performance as a function of $\rho_A$. We consider the case $\beta_1/\alpha_1 = 10$, as it generally provides the best overall results. As shown in Stranieri et al. (2011b), only $\rho_A \geq 0.6$ corresponds to acceptable flocking performance, both with $N = 25$ and $N = 100$.

6.4.2 Results in the MIMC-MDMC case

In the MIMC-MDMC case, results with $\rho_A = 0.8$ (Figures 6.2a and 6.2b), are similar to the results obtained, with the same ratio, in the MIMC-MIMC case. Instead, the results with
Figure 6.2: MIMC-MDMC case experiments for varying swarm size \( (N \in \{25, 100\}) \) and ratio of aligning robots \( (\rho_A \in \{0.4, 0.8\}) \). Thick lines show the median values, whereas the gray areas show the 25% and the 75% inter-quartile range of the data. For group cohesion, filled circles correspond to median values and empty circles to the 25% percentile score of the data.

\( \rho_A = 0.4 \) are much better in the MIMC-MDMC case (Figures 6.2c and 6.2d) with respect to the MIMC-MIMC case (Figures 6.1c and 6.1d). With both swarm sizes we have that, when \( \beta_1/\alpha_1 > 2 \), the swarm is able to effectively flock together at the cost of a reduced speed.

In Stranieri et al. (2011b), we also report the flocking performance as a function of \( \rho_A \) for \( \beta_1/\alpha_1 = 10 \) and \( \alpha_2 = 10 \). Differently from the MIMC-MIMC case, in the MIMC-MDMC case the performance of flocking degrades more gracefully as the proportion of non-aligning robots decreases.

The improved capability of the swarm to stay together is due to the advantage of using MDMC in the non-aligning robots. In fact, non-aligning robots are able to respond to the
Figure 6.3: MDMC vs MIMC in simulation experiments without informed robots. Time evolution of the order metric for (a) 100 robots - without alignment control, (b) 100 robots - with alignment control, (c) 1000 robots - without alignment control and (d) 1000 robots - with alignment control. The line denotes the median of the distribution obtained over $R = 100$ runs whereas the error bars represent the interval between the 25% and the 75% quartiles of the distribution.

High variations in the proximal control vector much better if they are also able to modify their forward speed. This, in turns, is possible with MDMC but not with MIMC. As such, non-aligning robots are also able to remain together with the aligning robots more successfully. Finally, the reduced speed and the high variation of speed among runs is due to the following fact. In presence of a low proportion of aligning robots, we observed that the direction of the swarm is stable over short periods of time but changes over long periods of time due to the disturbances caused by the non-aligning robots. This results in a non-linear swarm trajectory, which is different at each run. Since the rescaled group speed is computed...
6.5 Implicit information transfer without informed robots

We now present results with implicit information transfer without informed robots.

6.5.1 Simulations

Transient behavior: Figure 6.3 shows the transient behavior of the system in a medium-sized ($N = 100$) and in a large ($N = 1000$) swarm. Figures 6.3a and 6.3c show the results obtained without alignment control (Equation 3.2). As we can see, the swarm reaches an ordered state only when using MDMC. The ordered state is reached within 700 simulated seconds in the medium-sized swarm and within 1500 simulated seconds in large swarms. When MIMC is used, the swarm remains disordered during the entire experiment. Figures 6.3b and 6.3d show the results obtained with alignment control. In this case, the alignment state is reached with both motion control methods, and the response of the system is much faster than without alignment control. The performance of MDMC and MIMC are comparable: the system self-organizes in less than 200 seconds in medium-sized swarms and in less than 400 seconds in large swarms.

Steady state and settling time without using alignment control: Figure 6.4 shows the steady-state behavior of the system for different swarm sizes. Figure 6.4a shows box-plots
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Figure 6.5: Results with no informed robots using MDMC in real-robots experiments. Time evolution of the order metric for 8 robots (a) without alignment control and (b) with alignment control. The line denotes the median of the distribution obtained over $R = 10$ runs whereas the error bars span the interval between the 25% and the 75% quartiles of the distribution.

of the distributions of the asymptotic values of the order metric reached without alignment control. Figure 6.4b shows box-plots of the distributions of the settling times without alignment control.

An important result of this chapter is shown in Figure 6.4a: by using MDMC, the system achieves an ordered state without the need of alignment control for all swarm sizes. The use of MDMC is critical for achieving this result. In fact, as shown in Figure 6.4a, the system never reaches the ordered state when using MIMC.

Figure 6.4a also displays points indicating results that were considered as outliers. These are of two different types. Some correspond to cases where the system is trying to self-organize but is too slow to reach its stationary state within the maximum run time of $T = 2500$ s, and can be easily identified by looking at the time series. The others correspond to cases in which the swarm, instead of achieving aligned motion, converged to a rotating state with fixed center of mass, low values of order metric ($\psi < 0.5$) and high angular rotation. A video of a rotating state can be found in our supplementary material page (Ferrante et al., 2012b). For the purpose of this chapter, we consider these as outliers and focus on the convergence to parallel states. Convergence to a rotating state is rare, becomes less probable if more robots are used, and can be easily suppressed by imposing minor constraints to the robot dynamics. Its analysis goes beyond the scope of this chapter and is presented together with the statistical physics analysis in Section 7.6.1.

In Figure 6.4b we report the settling time needed to reach the ordered state. The settling
Figure 6.6: MDMC vs MIMC in simulations with a proportion of $\rho_I = 0.01$ informed robots. Time evolution of the accuracy metric for (a) 100 robots without alignment control, (b) 100 robots with alignment control, (c) 1000 robots without alignment control and (d) 1000 robots with alignment control. The line denotes the median of the distribution obtained over $R = 100$ runs whereas the error bars represent the interval spanned between the $25\%$ and the $75\%$ quartiles of the distribution.

time obtained with MDMC increases with increasing swarm sizes, as expected. We also noticed some outliers in the distribution of settling times for MDMC. These correspond to runs where the systems first self-organizes in the rotating solution, and only later, due to noise, reorganizes in the ordered solution. Settling times for MIMC are not reported as the system does not converge to a steady-state in the allotted time ($2500$ s).

Steady state and settling time when using alignment control: Additional results reported in the supplementary material page (Ferrante et al., 2012b) show that the system reaches the
ordered state for any swarm size and any motion control method when alignment control is used. This is consistent with previous studies in flocking (Turgut et al., 2008a) and, additionally, it shows that MDMC can also be implemented together with alignment control. Additionally, for both methods the medians of the settling times increase with increasing swarm sizes.

6.5.2 Real robots

Figure 6.5 shows the results obtained with MDMC using real robots. Results in Figure 6.5a show that, when alignment control is not used, the system reaches reasonable levels of order also with the real robots. The difference in performance when compared to the simulations can be attributed to the different nature and amount of noise on the real robots, which is very difficult to replicate in simulation. Figure 6.5b shows that, when alignment control is used, results are less noisy. This is because alignment control uses a communication device, the RAB, that is less noisy. Its only source of noise comes from orientation measurements via the light sensor, which appears to be precise enough. Results with no alignment control also exhibit much larger fluctuations of the order metric than those with alignment control. Finally, note that both in Figure 6.5a and in Figure 6.5b the value order metric becomes constant at \( t \approx 280 \) s and at \( t \approx 180 \) s, respectively. This is because by time \( t \approx 280 \) s (respectively \( t \approx 180 \) s) all experiments had been stopped due to the robots having reached the borders of the arena.

6.6 Implicit information transfer with informed robots

We now present results with implicit information transfer with informed robots.

6.6.1 Simulations

**Accuracy vs time:** Figure 6.6 shows the transient behavior of the system for \( N = 100 \), \( N = 1000 \) and a proportion of informed robots \( \rho_I = 0.01 \). Figures 6.6a and 6.6c show results obtained without alignment control. For this case, the swarm reaches a value of accuracy close to 1 only when using MDMC. This value is reached within 1000 s and 1500 s for swarms with \( N = 100 \) and \( N = 1000 \) robots, respectively. When using MIMC, accuracy of the system remains \( \delta = 0.5 \). As explained in Section 6.2, this is the value obtained when the order metric is close to 0. In other words, when using MIMC without alignment control, the system is not able to reach an ordered state when the proportion of informed robots is small \( (\rho_I = 0.01) \). Complete results that include also the value of the order metric are reported in our supplementary material page (Ferrante et al., 2012b). However, as we will show later, when the proportion of informed robots is increased, the system self-organizes also with
Figure 6.7: MDMC vs MIMC in simulations with a proportion of $\rho_I = 0.01$ informed robots without alignment control. Box-plots of the distribution of (a) steady-state values and (b) settling times of the accuracy metric for different swarm sizes.

MIMC. Figures 6.6b and 6.6d show the results obtained with alignment control. In this case, a proportion $\rho_I = 0.01$ of informed robots is enough to reach high levels of accuracy for both MIMC and MDMC. Furthermore, MIMC seems to have better performance in terms of convergence time.

**Steady state and settling time of accuracy without using alignment control:** Figure 6.7 shows the steady-state behavior of the system for different swarm sizes, with $\rho_I = 0.01$ and without alignment control. Figures 6.7a shows the distribution of the asymptotic value of the accuracy metric. As we can see, MDMC dominates MIMC in all three cases. In facts, the system does not reach an ordered state when MIMC is used. This makes the accuracy metric settle approximately at $\delta \approx 0.5$. In Figure 6.7b, we see that the distribution of settling times for MDMC has 1000 s as median value.

**Steady state and settling time of accuracy when using alignment control:** Additional results reported in the supplementary material page (Ferrante et al., 2012b) show that, when alignment control is used, the steady-state values of the accuracy are almost always close to 1. The few outliers that are observed are due to the fact that, in rare cases, the system splits into two groups. The median settling time, as well as its spread, increases with increasing swarm sizes, and increases more with MDMC than with MIMC.
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Figure 6.8: MDMC vs MIMC in simulations with informed robots, no alignment control, a swarm size of \( N = 100 \) robots and \( \rho_I = \{0.01, 0.05, 0.1, 0.15, 0.2\} \). Box-plots of the distribution of (a) steady state values and (b) settling times of the accuracy metric for different proportions of informed robots.

Impact of the proportion of informed robots: Figure 6.8 reports the results of the study conducted with fixed swarm size \( N = 100 \) and various proportions of informed robots. Figure 6.8a shows that, when alignment control is not used, MDMC dominates MIMC in terms of accuracy only for \( \rho_I = 0.01 \). In the other cases, the two methods achieve very similar performance level. However, as shown in Figure 6.9 and explained below, this apparent equivalence between MDMC and MIMC in accuracy does not result in an equivalence in the effective traveled distance. Finally, Figure 6.8b shows that the system converges faster with MDMC than with MIMC in the \( \rho_I = 0.01 \) case, and that the opposite is true for the other cases.

Additional experiments performed with alignment control (Ferrante et al., 2012b) show that the system achieves very good performance levels in all cases. However, MDMC converges slower than MIMC when the proportion of informed robots is low.

Effective traveled distance: Figure 6.9 shows the box-plots of the distribution of the effective traveled distance for different swarm sizes (fixing \( \rho_I = 0.01 \)) and of the proportion of informed robots (fixing \( N = 100 \)). When alignment control is not used, MDMC consistently outperforms MIMC for any swarm size (Figure 6.9a). This was already known since, unless the swarm is small, the system is not able to self-organize or to achieve high accuracy values when using MIMC. Figure 6.9b shows that MDMC also consistently outperforms MIMC for any proportion of informed robots. Although the system can self-organize and achieve a
high level of accuracy for a larger proportion of informed robots, MDMC still has the advantage of being able to let the swarm travel farther in the desired direction of motion.

Additional experiments performed using alignment control (Ferrante et al., 2012b) show that the swarm is able to travel in the desired goal direction for all swarm sizes. We note that MIMC performs slightly better than MDMC with alignment control, although the performance of the latter are still acceptable. Finally, we also observe that the two methods perform almost equally for a large proportion of informed robots.

### 6.6.2 Real robots

Figure 6.10 shows the results obtained with MDMC using real robots. The results in Figure 6.10a show that, without alignment control, the system reaches reasonable levels of accuracy. The difference in performance when compared to simulation could be due to the different way in which noise affects the system, since our simulation does not attempt to model realistically the noise. Figure 6.10b shows that, surprisingly, MDMC performs worse in real robots with alignment control. In fact, in a group of 8 real robots with 2 informed robots, the range and bearing communication device made the swarm agree on a common, random direction very fast. When this happened, the interactions between informed and non-informed robots were not strong enough to let the swarm change its direction in the desired one. Furthermore, the swarm, due to noise, continuously changed its direction, which may explain the increase in the spread and the decrease of the median of the distribution.
after $t = 100$ s. By contrast, when alignment control is not used, the swarm never agrees on a common direction. Hence, the movement of the swarm is almost completely driven by the interaction between the informed and the non-informed robots, that in this case is enough to make the swarm move in the desired direction of motion.

### 6.7 Summary and discussion

In this chapter, we performed several experiments with hybrid explicit-implicit information transfer and with implicit information transfer. In doing so, we explored the capabilities of Magnitude Dependent Motion Control (MDMC), the novel motion control method presented in Section 3.5. In Table 6.4 we report a complete overview of the results of this chapter as a table of experiments.

In experiments with hybrid explicit-implicit information transfer, we have shown that flocking is possible when some individuals in the swarm lack the capability to explicitly transfer information. In particular, we showed that: i) a higher proportion of aligning robots always corresponds to better performance; ii) performance is affected by the relative contribution (weight) of alignment and proximal control, and iii) for smaller proportions of aligning robots, flocking is possible only when the non-aligning robots also change their forward speeds.

In experiments with implicit information transfer without informed robots, we have
<table>
<thead>
<tr>
<th>$N$</th>
<th>Informed</th>
<th>$\rho_I$</th>
<th>Alignment</th>
<th>$\rho_A$</th>
<th>Best strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>hybrid</td>
<td>$\rho_A = 0.8$</td>
<td>MIMC-MIMC, MIMC-MDMC</td>
</tr>
<tr>
<td>100</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>hybrid</td>
<td>$\rho_A = 0.8$</td>
<td>MIMC-MIMC, MIMC-MDMC</td>
</tr>
<tr>
<td>25</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>hybrid</td>
<td>$\rho_A = 0.4$</td>
<td>MIMC-MDMC</td>
</tr>
<tr>
<td>100</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>hybrid</td>
<td>$\rho_A = 0.4$</td>
<td>MIMC-MDMC</td>
</tr>
<tr>
<td>10</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>50</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>100</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>500</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>1000</td>
<td>no</td>
<td>$\rho_I = 0.0$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>10</td>
<td>yes</td>
<td>$\rho_I = 0.01$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>50</td>
<td>yes</td>
<td>$\rho_I = 0.01$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>1000</td>
<td>yes</td>
<td>$\rho_I = 0.01$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>100</td>
<td>yes</td>
<td>$\rho_I = 0.01$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>100</td>
<td>yes</td>
<td>$\rho_I = 0.05$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>100</td>
<td>yes</td>
<td>$\rho_I = 0.1$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>100</td>
<td>yes</td>
<td>$\rho_I = 0.15$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
<tr>
<td>100</td>
<td>yes</td>
<td>$\rho_I = 0.2$</td>
<td>no</td>
<td>$\rho_A = 0.0$</td>
<td>MDMC</td>
</tr>
</tbody>
</table>

Table 6.4: Table of experiments summarizing all the results of this chapter. We report which strategy performed best for each setting. The third and fifth column report the proportion of aligning robots and the proportion of informed robots, respectively. In experiments with informed robots, we used the effective traveled distance to determine the winning strategy.
shown that MDMC is the only method capable of achieving self-organized flocking without alignment control. We also showed that the method performs as good as Magnitude independent motion control (MIMC) when alignment control is used.

In experiments with implicit information transfer with informed robots, we have shown that MDMC always outperforms MIMC when alignment control is not used. MDMC requires less informed robots than MIMC to make the swarm align to the desired goal direction. Furthermore, the swarm is able to travel on average around 20% more in the desired direction when using MDMC compared to MIMC.

All experiments with implicit information transfer and that used MDMC were also validated on real robots, obtaining results comparable to those obtained in simulation.
CHAPTER 6. IMPLICIT INFORMATION TRANSFER VIA MOTION CONTROL
Chapter 7

Statistical physics analysis of implicit information transfer

In this chapter, we use statistical physics to analyze how MDMC, the motion control method presented in Section 3.5, can achieve implicit information transfer. The analysis is performed using both numerical simulations and analytical methods.

To carry out the analysis from the point of view of statistical physics, we use a slightly different set of assumptions and terminology compared to what we have been using in the previous chapters about robotics. The main differences between this chapter and the chapters dedicated to robotics are the following:

Particles We consider a robot as a particle. Particles can be seen as simplified robot models in which only the relevant sensing and actuation mechanisms are included. In particular, particles sense the relative position of their neighbor and can move using kinematic equations and are subject to non-holonomic constraints.

Model formulation We formulate a model by rewriting MDMC using the global frame of reference rather than the local one, as it is a standard practice in statistical physics (Equation 7.1 and Equation 7.2). We kept the same variable naming where applicable, in order to clearly show the equivalence between the model analyzed here and MDMC.

Topology Initial experiments in statistical physics were conducted considering the same type of interactions as the one used with the robots: particles sensing the relative position of their neighbors within a given range of sight. This means that the neighbors of a particle can potentially dynamically change during one experiment if particle positions reschedule. In this chapter and in the related publications (Ferrante et al., 2013b,c), we place our work in the context of active solid and active crystals. By active solid we mean a structure in which self-propelled particles are bound to each other via a fixed set of connections which depend on the molecular structure of the solid. An ac-
tive crystal is a special case of active solid in which particle-to-particle connections are homogeneous within the entire structure. In order to implement this, we consider a lattice topology in which local interactions are decided at the beginning of the simulation and kept fixed for the entire duration of the experiment. The two types of interactions, the one used in robotics and the one used in this chapter, present no qualitative difference in the results, as particles rarely change their positions with respect to each other during one experiment due to the attraction-repulsion rule used.

**Potential function** The proximal control method described in Section 3.3 is based on the Lennard-Jones potential function (Jones, 1924). Differently from this, here we use a simpler linear potential function (Equation 7.3) in order to simplify the analytical calculations. Our initial experiments performed with the original Lennard Jones potential showed no substantial qualitative differences with the linear potential function, provided that particles are initially close to the equilibrium positions (all particles placed close to the desired distance).

**Noise model** To compare our work with previous studies in statistical physics (Vicsek et al., 1995; Grégoire and Chaté, 2004), we consider two different noise models (explained in Section 7.2), both of which are different from the uniformly distributed noise considered in previous chapters.

**Tools** To analyze the dynamics of the system, we used standard and non-standard statistical physics tools such as phase-transition analysis (Vicsek et al., 1995), non-linear elasticity theory (Fetter and Walecka, 2003), and stability analysis (Ogata, 2001). For numerical simulations, differently from the previous chapters, we did not use the ARGoS simulator, but we use and extended a simple multi-particle simulator. Also, in this chapter we measure quantities, such as the potential energy, the kinetic energy and the binder cumulant, that were not considered in the robotics chapter.

The chapter is organized as follows. In Section 7.2, we introduce our statistical physics model. In Section 7.3, we characterize its typical dynamics and stationary solutions, focusing on the self-organization process that leads to flocking and on the order-disorder transition observed at the critical noise. In Section 7.4, we describe the energy cascading mechanism responsible for collective motion in the model and characterize its convergence dynamics. Section 7.5 presents an analytical linear stability calculation that provides a necessary condition for a model to sustain flocking. Section 7.6 explores three examples of possible dynamics achievable with the model: an elastic ring-shaped configuration with oscillating radius, the propagation of an angular perturbation on a group of aligned particles, and a variation of
7.1 Problem description

From the perspective of statistical physics, a flocking process is seen as a non-equilibrium system. In flocking, as in many other processes typical of living systems, energy is injected at the smallest scale, at the level of each individual. Due to this very nature, and despite intense recent research activity, there is still no comprehensive understanding of the underlying mechanisms that can lead groups of self-propelled agents to self-organize and move in a common direction.

The prevailing paradigm in the theory of flocking in statistical physics has been strongly influenced by the seminal work of Vicsek et al. (1995), who introduced a minimal model for flocking, the Vicsek model, that has become a referent in the field (Deutsch et al., 2012; Vicsek and Zafeiris, 2012). The model describes a group of particles advancing at a fixed common speed that interact with each other via an alignment rule equivalent to alignment control: each particle is steered towards the average direction of motion of all particles within a given radius (Vicsek et al., 1995; Czirók et al., 1997). As the amount of noise is decreased, the system undergoes a dynamical phase transition at a critical noise level, below which particles self-organize and start moving in a common direction. Within Vicsek’s framework, a swarm can be viewed as a fluid of self-propelled spins with aligning interactions, which can be described as an extension of the XY-model (Binney et al., 1992) where spins advance in their pointing direction rather than remaining affixed to a lattice. In the same spirit of the Vicsek model, but using a continuous description rather than particle-based simulations, Toner and Tu introduced a hydrodynamic theory of active fluids (Toner and Tu, 1995, 1998).

While most of the work on flocking has focused on systems with explicit alignment (explicit information transfer), some studies have considered particles that do not explicitly exchange information on their orientation (implicit information transfer). Examples, already reviewed in Section 2.4.2, include Romanczuk et al. (2009), where flocking is driven by escape-pursuit interactions only; Grossman et al. (2008), where it is driven by inelastic collisions between isotropic particles; Szabó et al. (2006) and Henkes et al. (2011), where it is driven by short-range radial forces that are coupled to the particles’ turning dynamics; Menzel and Ohta (2012), where it is achieved due to local pairwise repulsive interactions between soft deformable self-propelled spherical particles. Given that Vicsek-like algorithms rely on explicit alignment rules to achieve flocking (Vicsek et al., 1995; Couzin et al., 2002; Grégoire et al., 2003; Grégoire and Chaté, 2004), it was initially surprising that other models could self-organize without such rules. One can argue that these models must include an indirect effect that produces an effective aligning interaction between individual particles in the model where each particle has a different self-propulsion speed. Finally, in Section 7.7 we conclude with a summary and a discussion.
order to achieve flocking, thus reducing the dynamics again to explicit information transfer. An example of these aligning dynamics is found in Grossman et al. (2008), where inelastic collisions tend to align post-collision trajectories due to the conservation of momentum. Despite these studies, it remains unclear if the same underlying mechanism is responsible for the emergence of flocking in all these cases and whether or not the mechanism leading to flocking must involve explicit or implicit aligning interactions.

In this chapter, we analyze the mechanism for flocking that is at the basis of MDMC. We explain here the mechanism using a novel paradigm: the emergence and growth of regions of coherent motion due to standard elasticity processes (Fetter and Walecka, 2003). We explore this mechanism by introducing a simple two-dimensional Active Elastic Sheet (AES) model where the individual particle motion is determined by attraction-repulsion rules only (implicit information transfer) and no orientation information is exchanged between particles (no explicit information transfer). Rather than considering an active fluid where particles can flow with respect to each other (Toner and Tu, 1995, 1998), we consider here a two-dimensional active solid or active crystal by describing a configuration of self-propelled particles that act as an elastic lattice, where interacting neighbours remain coupled by linear elastic forces throughout the dynamics, regardless of the amount of strain in the system.

### 7.2 Active Elastic Sheet model

We consider a system of $N$ particles moving on a two-dimensional plane. The position $x_i$ and orientation $\theta_i$ of each particle $i$ are governed by the following set of overdamped\(^2\) dynamical equations

\[
\dot{x}_i = U o_i + K_1 (F_i + \xi_r n_r) \cdot o_i \quad (7.1)
\]

\[
\dot{\theta}_i = K_2 (F_i + \xi_r n_r) \cdot o_{i\perp} + \xi_\theta n_\theta. \quad (7.2)
\]

Here, $U$ is the forward biasing speed that induces self-propulsion (by injecting energy at the individual particle level) and parameters $K_1$ and $K_2$ are inverse translational and rotational damping coefficients, respectively. Unit vector $o_i$ points parallel to the orientation of particle $i$ and unit vector $o_{i\perp}$ points perpendicular to it. The total force over particle $i$ is given by the sum of linear spring-like forces\(^3\)

\[
F_i = \sum_{j \in N_i} -\frac{\epsilon}{\sigma_{ij}} (|x_i - x_j| - \sigma_{ij}), \quad (7.3)
\]

\(^2\)We consider a dynamical equation as overdamped when its damping coefficient are very high, so that it can effectively be considered as a kinematic equation.

\(^3\)We use $F$ instead of $p$ as in the previous chapters since here we are using linear, spring-like forces rather than the non-linear ones obtained from the Lennard-Jones potential.
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with equilibrium distances $\sigma_{ij}$ and stiffness $\epsilon/\sigma_{ij}$. We chose to define the stiffness of each spring as inversely proportional to its natural length $\sigma_{ij}$ in order to mimic the elastic response of equivalent physical springs of different lengths. Each set $N_i$ contains all particles that interact with particle $i$. All $N_i$ sets are chosen at $t = 0$ from the local neighbourhood of particle $i$ and remain constant throughout the integration. As in MDMC, for zero noise ($\xi_r = \xi_\theta = 0$), each particle simply turns at a rate proportional to the projection of elastic forces perpendicular to its orientation and moves forward or backwards driven by the projection of these forces parallel to the direction of its orientation and by the self-propulsion term $U$. We introduce sensing noise (errors in the measured forces) by adding $\xi_r n_r$ to $F_i$, where $\xi_r$ is the noise strength coefficient and $n_r$ is a randomly oriented unit vector. We introduce actuation noise (fluctuations in the particle dynamics) by adding $\xi_\theta n_\theta$ to the orientation of each particle, where $\xi_\theta$ is the noise strength coefficient and $n_\theta$ is a normally distributed random variable. We also tested cases where $\xi_\theta$ followed a uniform distribution in the $[-\pi, \pi]$ interval, finding equivalent results (data not shown).

The AES model presents many differences with the Vicsek model. First, in the Vicsek case particles exchange information on their relative orientation, while in the AES model they only know the relative positions of their neighbours. Second, the Vicsek model displays shuffling of particles that allow them to interact with different neighbours over time. In fact, long range order cannot be achieved by the Vicsek dynamics if particles always interact with the same neighbours (Czirók et al., 1997; Toner and Tu, 1995). This result is established for equilibrium systems by the Mermin-Wagner theorem (Mermin and Wagner, 1966) and has been shown to extend to this nonequilibrium case: even relatively small systems do not display flocking if interactions are only local and neighbours do not change over time (Aldana and Huepe, 2003). In contrast, we show below that the AES model achieves flocking despite having particles that interact with a fixed set of neighbours. Finally, while both models describe overdamped systems, in the AES model the angular equation of motion (7.2) gradually changes the orientation instead of instantaneously switching it to the next desired orientation (Vicsek et al., 1995; Grégoire and Chaté, 2004; Grégoire et al., 2003). We show below that this, apparently small, difference is essential for achieving flocking in the AES model.

7.3 Numerical dynamics and stationary solutions

In this Section we present numerical simulations that characterize the typical dynamics and stationary solutions of the AES model.

We integrated Eqs. (7.1) and (7.2) numerically using a standard Euler method, which
yields the expressions

\[
x_{i}^{t+1} = x_{i}^{t} + \left\{ U o_{i} + K_{1} \left[ \left( F_{i}^{t} + \frac{\xi_{r}}{\sqrt{\Delta t}} n_{r} \right) \cdot o_{i} \right] o_{i} \right\} \Delta t, \quad (7.4)
\]

\[
\theta_{i}^{t+1} = \theta_{i}^{t} + \left\{ K_{2} \left[ \left( F_{i}^{t} + \frac{\xi_{r}}{\sqrt{\Delta t}} n_{r} \right) \cdot o_{i} \right] + \frac{\xi_{\theta}}{\sqrt{\Delta t}} n_{\theta} \right\} \Delta t, \quad (7.5)
\]

where \(\Delta t\) is the numerical time-step. Note that \(\xi_{r}\) and \(\xi_{\theta}\) are divided here by \(\sqrt{\Delta t}\) in order to properly take account of the accumulation of noise over time (Kloeden and Platen, 2011). The degree of alignment in the system is monitored by computing the usual polarization order parameter, defined as

\[
\psi = \frac{1}{N} \left\| \sum_{i=1}^{N} o_{i} \right\|. \quad (7.6)
\]

If all particles are perfectly aligned, we have \(\psi = 1\); if they are instead randomly oriented, we have \(\psi = 0\).

All simulations are carried out using: \(K_{1} = 0.01\), \(K_{2} = 0.12\), \(U = 0.002\), and \(\Delta t = 0.1\). We tested other parameters without finding any significant qualitative difference in the resulting dynamics.

Figure 7.1 presents three different simulation runs of the AES model. Row A displays the dynamics of \(N = 91\) particles forming an hexagonal active crystal. This configuration is the equivalent to the one robots achieve using the proximal control method described in Section 3.3. At time \(t = 0\) (panel A1), particles are placed with random orientation and separated by \(d_{A} = 0.65\) on a perfect hexagonal lattice. Nearest neighbours are connected by springs of natural length \(\sigma = d_{A}\) and spring constant \(\epsilon/\sigma = 5/0.65\). We include here only sensing noise by setting \(\xi_{\theta} = 0\) and \(\xi_{r} = 0.5\sqrt{0.1} \approx 0.158\). Results remain qualitatively unchanged for other types of noise. As time advances, individual self-propulsion deforms the lattice, producing elastic forces that in turn affect the particle dynamics. Growing regions of coherent motion develop, eventually deforming the whole structure (A2 and A3) until the group starts translating or rotating collectively. The displayed case converges to a rotating state (A4) with an axis of rotation that does not coincide with its barycenter. The group therefore translates while rotating. As it will better explained in the following, the rotating state has higher elastic energy compared to the translating one, since the inner and outer shells cannot move at the same \(U\) and must be sped up or slowed down by elastic forces. Consequently, the rotating case shown on panel A4 is metastable and less frequently observed. If we integrate long enough and with high enough noise, it will eventually relax to the lower-energy, translating state. We chose to display this case on the figure, however, to illustrate its rich rotating dynamics, which cannot be attained by the Vicsek model.

Row B presents the dynamics of an elastic rod comprised of \(N = 118\) particles arranged

\footnote{This is equivalent to the order metric defined in Section 4.2 and used in Chapter 4 and Chapter 6}
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Figure 7.1: Snapshots of three different active elastic sheet simulations obtained by integrating Eqs. (7.4) and (7.5). A: Hexagonal active crystal at $t = 0$ (A1), 240 (A2), 400 (A3), and 1700 (A4). B: Rod-like active crystal at $t = 0$ (B1), 240 (B2), 400 (B3), and 1700 (B4). C: Arbitrarily shaped active solid (here a square with two holes) at $t = 0$ (C1), 240 (C2), 400 (C3), and 1300 (C4). In row C, each particle is coloured according to the degree of local alignment of its local neighbourhood, with $\psi^\text{loc} = 1$ indicating full alignment and $\psi^\text{loc} = 0$, no alignment.
into three rows. At $t = 0$ (B1), randomly oriented particles are positioned with distances to nearest neighbours $d_B = 0.32$ (within each row) and $d_B^* = 0.58$ (between rows). All particles separated by a distance $d < 1$ are then linked by springs of natural length $d$ and spring constant $\epsilon/\sigma = 1/d$. Noise is the same as in row A. Here again, after the initial transient larger and larger regions of coherent deformation emerge (B2 and B3) until flocking is reached and the rod starts moving (B4). By computing the spectral decomposition of this elastic structure (more details in Section 7.4.1), we find that the first elastic mode, that is, the direction of maximum relaxation of the elastic lattice, is parallel to the rod’s axis. This first mode has here the largest final deformation (Row B of the figure, last two panels), thus favouring a collective direction that is perpendicular to the rod’s axis. This observation opens the interesting possibility of controlling the direction of self-organized flocking by changing the shape of the particle formation. This could be achieved in swarm robotics by using attraction-repulsion rules that are able to control the shape of robot formation (Barnes et al., 2009).

Row C displays $N = 891$ particles forming an arbitrary square-like structure with two holes. We refer to this case as an active solid due to the lack of regularity in particle positions. This case is only relevant to statistical physics as replicating it with robots would need them capable of identifying neighbors and to use different attraction-repulsion rules depending on the neighbor. Here, particles are initially distributed uniformly within the predetermined shape of the structure, with random positions and orientations. All particles separated by $d < 1$ are linked by springs of natural length $d$ and spring constants $\epsilon/\sigma = 5/d$. Noise is set to zero, but we verified that the same qualitative dynamics is observed for small enough $\xi_r$ and $\xi_\theta$ values. To highlight the ordered regions, we define the measure of local order

$$\psi_i^{\text{loc}} = \frac{1}{|N_i|} \left| \sum_{j \in N_i} o_j \right|,$$

(7.7)

where $|N_i|$ denotes the cardinality of set $N_i$. If particle $i$ and all the neighbours it interacts with are aligned, then $\psi_i^{\text{loc}} = 1$; if they are oriented in different directions, then $\psi_i^{\text{loc}} = 0$. We colour each particle in the elastic solid according to its $\psi_i^{\text{loc}}$ value, following the scale displayed on the figure. At $t = 0$, particles are randomly oriented and $\psi_i^{\text{loc}}$ values are typically small (C1). As time advances and the elastic sheet deforms, aligned regions of coherent motion (with $\psi_i^{\text{loc}}$ close to 1) appear and grow (C2 and C3). Finally, the whole structure starts moving collectively when particles become sufficiently aligned (C3).

The AES model displays an order-disorder phase transition as a function of noise similar to that in the Vicsek model. Figure 7.2 examines this transition in the same hexagonal active crystal displayed on row A of Fig. 7.1 and in a larger ($N = 547$) hexagonal configuration with identical parameters. The leftmost column presents results as a function of sensing noise $\xi_r$ and the central column, as a function of actuation noise $\xi_\theta$. Top panels display the
Figure 7.2: Global order parameter $\psi$ and Binder cumulant $G$ as a function of positional sensory noise $\xi_r$ (leftmost column) and angular actuation noise $\xi_\theta$ (central column) for the hexagonal active crystal with $N = 91$ particles displayed on Fig. 7.1 (panel A1) and for an equivalent but larger hexagonal system with $N = 547$ particles. The curves display the mean and local maxima of the distribution of values obtained in numerical simulations. The rightmost column shows the $\psi$ distributions close to the critical noise. Both transitions are shown to be first order, displaying a discontinuity at the critical point and a bistable region.

mean and local maxima of the distribution of $\psi$ values computed for the last $10^6$ time-steps (after discarding the initial $10^6$ steps to ensure convergence to a statistical steady state) in 30 (or 80, in the transition region) equivalent runs per noise value. Bottom panels display the corresponding values of the Binder cumulant (Grégoire and Chaté, 2004)

\[ G = 1 - \frac{\langle \psi^4 \rangle}{3 \langle \psi^2 \rangle^2}, \]

which is used to detect whether a distribution is unimodal or has more than one mode (in which case $G < 0$). As the level of either type of noise is increased, the system undergoes a discontinuous transition from an ordered state where particles self-organize, to a disordered state where they continue to point in random directions without achieving flocking. This is evidenced by the discontinuous drop of the order parameter at the critical point and by the Binder cumulant, which is known to become negative in the transition region for first order transitions with bistable solutions. In the sensing noise case, we find that $G$ reaches negative

$^5$\langle \psi^2 \rangle$ and $\langle \psi^4 \rangle$ denote the second and fourth moment of the distribution of $\psi$, respectively
values for \( N = 547 \), indicating that the transition is discontinuous for large enough systems. In the actuation noise case, \( N = 547 \) does not appear to be large enough to reach \( G < 0 \), but the dip at the transition region drops further and further below \( G = 1/3 \) (the expected value in the disordered phase) as the system size is increased, which strongly suggests a discontinuous transition (Binder, 1997; Grégoire and Chaté, 2004; Chaté et al., 2008). We confirm the presence of a bistable region (where ordered and disordered solutions coexist) for both cases by displaying on the rightmost column the distribution of \( \psi \) values in the transition region. It is apparent that these distributions become more bimodal as the system size is increased. Finally, we point out that we observed an equivalent discontinuous transition when using either Gaussian or uniformly-distributed noise distributions, for other spatial configurations (data not shown) as well as for much bigger system sizes, up to about 100000 particles. From the swarm robotics perspective, this suggests that the AES model, and consequently also MDMC, allows robots to achieve flocking in a common direction even for very large swarms, and we can use the above results to predict how robust sensors should be designed depending on the noise the system can sustain at a given scale.

7.4 Convergence dynamics

We focus in this section on the convergence dynamics of the AES model. First, we show that the mechanism that leads to flocking can be best understood by decomposing the energy of the system into its elastic modes. Then, we study how the convergence to the ordered state depends on the system size.

7.4.1 Energy cascading mechanism

We begin by computing the spectral decomposition of the energy into the elastic modes of the system. In order to do this, we first numerically determine the elasticity matrix \( K \) of the structure. We then find the eigenvalues and eigenvectors of the \( K \) matrix. As in standard elasticity, these eigenvectors, also called elastic modes, define an orthogonal base over which we can decompose the relative displacements (with respect to the equilibrium configuration) and the velocities. The projected displacements and velocities can then be used to do the spectral decomposition of the potential and of the kinetic energy, respectively.

We display in Fig. 7.3 the dynamics of the total kinetic and potential energy (panels A and B), and of the spectral decomposition of the potential energy (panel C) for the same system simulated in row A of Fig. 7.1, but with zero noise \( (\xi_r = \xi_\theta = 0) \) and for a run that converges to a translating solution. Note that the sum of potential plus kinetic energy is not conserved here due to the overdamped nature of the dynamics. For this system, we have 182 elastic modes, corresponding to 91 particles with two positional degrees of freedom per particle. The amplitude of these modes are displayed on Fig. 7.3-C as a function of time, numbered in
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Figure 7.3: Kinetic energy (A), elastic energy (B), and spectral decomposition of the elastic energy (C) as a function of time for a zero noise simulation of the hexagonal active crystal displayed on Fig. 7.1 (panel A1) that converges to an aligned, translating state. Brighter points in C represent larger mode amplitudes. After a transient, both energies converge to their stationary values for collective translational motion, \( E_{K}^{\ast} = 1.82 \times 10^{-4} \) and \( E_{V}^{\ast} = 0 \), respectively. All modes show decaying oscillations that dampen out faster for higher modes. After \( t \approx 1500 \), most elastic energy has become kinetic energy, where it either dissipates or flows to lower modes, eventually reaching the zero (translational) mode.

order of growing energy and smaller scales, without accounting for degeneracies. The initial condition is set with all particles randomly oriented and placed in an undeformed hexagonal lattice. At \( t = 0 \), the potential energy\(^6\) is therefore

\[
E_{V}^{\ast} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{2} \sigma_{ij} \left( |x_i - x_j| - \sigma_{ij} \right)^2 = 0,
\]

since \( (|x_i - x_j| - \sigma_{ij}) = 0 \) (particles at the equilibrium), while the kinetic energy is equal to

\[
E_{K}^{\ast} = \frac{1}{2} N U^2 = 1.82 \times 10^{-4},
\]

where we have set the particle mass to 1. At the beginning of the dynamics, kinetic energy drops and potential energy grows, due to elastic forces. Given the disorder in the system,

---

\(^6\)Here, we are simply summing all potential energies between pairs of agent, each equal to \( \frac{1}{2} \sigma_{ij} \left( |x_i - x_j| - \sigma_{ij} \right)^2 \). In doing so, we need to further divide by 2 in order to take into account the contribution of the pairs \( i, j \) and \( j, i \) only once.
this potential energy is initially broadly distributed throughout the different energy modes. As time advances, the system rearranges itself into states with decaying elastic energy and growing kinetic energy, until the former reaches values close to zero while the latter reaches again its $E_K^*$ value. Figure 7.3-C allows us to visualize the mechanism that leads to self-organization. After the initial transient, all modes are excited and their amplitude oscillates while dampening, with higher modes decaying faster than lower ones. This results from a combination of a standard elasticity process and the coupling between elastic forces and orientation imposed by the model. Indeed, it is well-known that higher energy modes dampen at a faster rate in elastic systems, since they are more rigid and have intrinsic higher oscillation frequencies, which typically leads to faster dissipation. In this active system, however, each particle is continuously injecting energy at the individual level through its self-propulsion term, so motion cannot dampen out. Instead, elastic forces will steer particles away from higher modes more strongly than from lower modes. If while doing this particles do not re-excite higher elastic modes faster than these decay, the self-propulsion energy will be channeled to lower and lower modes until the first (rotational) mode or zero (translational) mode is reached and flocking is achieved. If instead particles feed too much self-propulsion energy to higher modes while turning, these modes will always remain excited and no flocking state will be reached. We conclude that not every active elastic system will achieve flocking. For example, we consider in Section 7.5 a constant-speed algorithm that does not display flocking despite having the same angular dynamics as the AES model. In the swarm robotics perspective, such an analysis can be used in order to determine the conditions under which a motion control method can produce self-organized flocking.

7.4.2 Dependence on system size

We study here how the convergence dynamics depends on the system size. Figure 7.4 displays the global order parameter $\psi$ as a function of time for hexagonal active crystals with $N = 91, 547, 1027,$ and $5167$ particles. Each simulation is started from a random initial condition, using the same parameters as in Fig. 7.3. Ten convergence curves are presented per system size. We observe that for $N = 91$ not all runs converge to the aligned ($\psi \approx 1$) state. Instead, four runs reach the metastable rotating ($\psi \approx 0$) state and remain trapped there until the end of our simulation time, which was set here at $t = 10^4$ (much longer than the displayed time frame). For the other sizes, however, no run ultimately converges to the rotating state. This is because the larger a rotating structure is, the faster outer particles must advance in order to maintain cohesion. For large enough systems, the drag introduced by these particles will be enough to destabilize the rotating solution.

Figure 7.4 also shows that convergence times have a large variability. Despite this, the figure readily provides a rough estimate of how these times scale with the system size. Indeed, the time frame displayed on each panel is proportional to $N^{1/2}$ (i.e., $\sim 100N^{1/2}$). Given
that even with this rescaled temporal axis curves seem closer to the ordinate axis for higher \( N \), it is apparent that the typical convergence time grows here slower than \( N^{1/2} \). The fact that the convergence dynamics is strongly non-monotonous suggests that its variability is a reflection of the complex dynamical landscape that the system navigates, where it can spend unpredictable amounts of time near local attractors and metastable states. Since the main metastable state is the rotating solution, a systematic scaling analysis of convergence times will require not only a much larger set of simulation runs, but also structures that suppress the rotating state, such as strongly elongated shapes. From the swarm robotics perspective, this suggests that controlling the shape of the swarm to suppress the rotating states can be a useful tool to keep convergence times bounded.
7.5 Linear stability analysis

One of the interesting aspects of our AES model is that we can use a continuous elastic sheet approximation to carry out analytical calculations. We follow this approach and perform a standard linear stability analysis (Fetter and Walecka, 2003) of the zero noise case to investigate which specific dynamical rules can sustain translating flocking solutions. We begin by writing the elastic forces $F = (F_x, F_y)$ that result from small displacements $v = (v_x, v_y)$ of points on the lattice with respect to their equilibrium position. These are given by the standard elasticity equations

$F_x = (\lambda + 2S) \frac{\partial^2 v_x}{\partial x^2} + S \frac{\partial^2 v_x}{\partial y^2} + (\lambda + S) \frac{\partial^2 v_y}{\partial x \partial y},$ \hspace{1cm} (7.8)

$F_y = (\lambda + 2S) \frac{\partial^2 v_y}{\partial y^2} + S \frac{\partial^2 v_y}{\partial x^2} + (\lambda + S) \frac{\partial^2 v_x}{\partial x \partial y},$ \hspace{1cm} (7.9)

where the elastic constants are the Lamé parameter $\lambda$ and shear modulus $S$ (Fetter and Walecka, 2003). By linearizing the equations of motion (7.1-7.2) around an equilibrium solution with undeformed lattice and all particles moving at speed $U$ in the $x$ direction, we find the following expressions for $v_x, v_y,$ and the perturbation field $\zeta$ of the orientation:

$\dot{v}_x = K_1 F_x, \quad \dot{v}_y = U \zeta, \quad \dot{\zeta} = K_2 F_y.$ \hspace{1cm} (7.10)

Replacing Eqs. (7.8) and (7.9) into (7.10) and casting the resulting expression in Fourier space with wavevector components $k_x$ and $k_y$, we can express the perturbation dynamics in matrix form and compute its eigenvalues $\Lambda$ to determine the linear stability of the system. We find that $\Lambda$ satisfies the characteristic equation $\Lambda^3 + C_2 \Lambda^2 + C_1 \Lambda + C_0 = 0$, with

$C_0 = K_1 K_2 SU (\lambda + 2S) [k_x^2 + k_y^2]^2,$ \hspace{1cm} (7.11)

$C_1 = K_2 U [Sk_x^2 + (\lambda + 2S) k_y^2],$ \hspace{1cm} (7.12)

$C_2 = K_1 [((\lambda + 2S) k_x^2 + Sk_y^2)].$ \hspace{1cm} (7.13)

Using Routh’s stability criterion, here given by $C_1 C_2 > C_0$ (Ogata, 2001), we find that the system will be linearly stable if $K_1 K_2 U (\lambda + 2S) [k_x^2 + k_y^2] > 0$, which is always verified. We conclude that the translating flocking solution is linearly stable for all parameter values.

Analytical calculations like those presented above allow us to determine, a priori, which elasticity-based equations of motion will be able to sustain flocking. We found that most variations of the AES model cannot support stable aligned solutions. Consider, for example, an algorithm where the orientation is determined by Eq. (7.2) but the forward speed is set constant to $U (K_1 = 0)$. Given that the angular dynamics remains unchanged, one could naively think that this system will align like the AES model. We will now show, however,
that this is not the case. The characteristic equation for $K_1 = 0$ becomes

$$\Lambda^3 + K_2 U \left( Sk_x^2 + (\lambda + 2S) k_y^2 \right) \Lambda = 0,$$

which has solutions $\Lambda = 0$ and $\Lambda^2 = -UK_2 \left( Sk_x^2 + k_y^2 (\lambda + 2S) \right)$. Since $\Lambda \in i\mathbb{R}$, linear perturbations will not dampen out, but produce instead permanent oscillations. We confirmed through numerical simulations that, even for zero noise and starting from an aligned initial condition, the group will lose order as particles rotate in place. In the context of robotics, this is exactly the same dynamics we observed in Chapter 6 using the MIMC motion control method, in which the forward speed $u$ is constant. After testing several other models, we found only one other example that can sustain flocking: a variation of the model introduced in Szabó et al. (2006). However, this model is not applicable to non-holonomic robots, as it requires robots or particles to translate sideways. We conclude that, among the models and methods we tested, the AES model (and consequently the MDMC motion control method) is the only method capable of achieving flocking.

### 7.6 Exploring Active Elastic Sheet dynamics

We carry out in this section an initial exploration of three different dynamical setups of the AES model that allow us to better understand its typical behaviour and modelling possibilities. We first consider a rotating ring solution, then the propagation of perturbations on an aligned rod-like configuration, and finally a variation of the AES model where each particle has a different self-propulsion speed $U$. With the exception of the third one, the analysis in this section has been performed mainly to explore the dynamics of the AES model within the statistical physics context, and presents non-intuitive interpretations in the context of swarm robotics.

#### 7.6.1 Dynamics of a ring-shaped configuration

Figure 7.5 displays the dynamics of $N = 100$ particles in a ring-shaped structure where nearest neighbours are connected by springs of natural length $\sigma = 0.65$ and stiffness $\epsilon/\sigma = 0.25/0.65$. Particles are initially placed on a circular configuration, separated by $\sigma$ and pointing tangentially (clockwise). The system is then integrated forward in time with zero noise. Top panels display snapshots at $t = 5135$, $t = 7655$, $t = 10^5$, and $t = 4 \times 10^5$; the bottom panel shows the mean radius of the ring as a function of time. Initially, the ring expands, increasing elastic forces until a maximum radius is reached (panel 1) and the ring starts contracting. The contraction speed then increases until it reaches a maximum (panel 2) and particles start turning outwards until they move again tangentially, reaching a minimum radius. This breathing mode continues to oscillate with decaying amplitude until it fully damps out.
Figure 7.5: Simulation of a ring-shaped active elastic system. Top panels display snapshots of the dynamics at $t = 5135$ (maximum radius, panel 1), 7655 (next maximal contraction speed, panel 2), 100000 (panel 3), and 400000 (panel 4). The arrow on panel 1 indicates the sense of rotation of the structure and the circle on all panels, the shape of the initial condition. At $t = 0$, particles are placed on this circle, pointing tangentially (clockwise). The bottom panel presents the mean radius of the structure (with respect to its barycenter) as a function of time. After the initial oscillations of the breathing mode dissipate, higher elastic modes develop and deform the circular structure.

The circular configuration then loses stability, exciting higher modes that deform it (panel 3). This state survives with different levels of deformation until the end of our integration time (panel 4).

7.6.2 Propagation of perturbations

Figure 7.6 shows the propagation dynamics of a local perturbation of the orientation on an aligned flocking state. We set up a three-row rod-like structure similar to that on Fig. 7.1-B, with the same parameters but in a longer configuration with $N = 499$ particles. All particles are initially placed aligned and pointing on the same direction as the rod axis, which we define as $\theta = 0$. At $t = 0$, we perturb the orientation of the frontmost particle, rotating it by $\pi/18$ (small perturbation) or $\pi/2$ (large perturbation). The system is then integrated forward in time with zero noise. We plot the orientation of all particles on the central row of the rod-like structure at four different moments in time, indexed in order of their position from back to front. Both small and large perturbations display here a wake of persistent
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Figure 7.6: Propagation of localized angular perturbations of the aligned state. Particles are initially placed on a three-row rod-like structure similar to that on Fig. 7.1-B but longer (containing \( N = 499 \) particles), with all particles oriented in the same direction (\( \theta = 0 \)) and aligned to the rods main axis. Simulations are carried out with the same parameters used in Fig. 7.1-B, but for zero noise. At \( t = 0 \), the frontmost particle is rotated by \( \pi/18 \) (left column) or \( \pi/2 \) (right column). The plots display the orientation of all 167 particles on the central row, numbered from back to front. The large perturbation propagates faster and produces a wake of longer wavelength than the small one.

angular oscillations behind them. However, note that other preliminary simulations that we have carried out on less elongated structures show this wake rapidly decaying after the passage of the initial perturbation. For the long rod-like case presented here, we observe that small angular perturbations propagate faster and leave a wake of shorter wavelength and smaller amplitude than large ones. These results illustrate the rich dynamics exhibited by the propagation of perturbations in the AES model. Their study will require further systematic analyses that are left for future work.

7.6.3 Heterogeneous self-propulsion speeds

We now consider a variation of the AES model where all particles have different preferred speeds. Figure 7.7 displays the dynamics of an active elastic hexagon with the same parameters as in Fig. 7.1-A, but where instead of fixing all self-propulsion speeds to \( U = 0.02 \) we
Figure 7.7: Snapshots of a hexagonal active elastic sheet simulation with heterogeneous preferred speeds at $t = 0$ (1), 7300 (2), 12000 (3), and 22000 (4). Each particle’s self-propulsion speed $U$ is chosen at random between 0 and 0.004. After a very long integration time, the system reaches a quasi-ordered state of flocking where the orientation of faster particles oscillates broadly so they can remain cohesive with their slower neighbours. Particles are colored based on their degree of local alignment $\psi_{loc}$, as on Fig. 7.1-C.

select a different $U$ for each particle, at random, from the interval $0 \leq U \leq 0.04$. Particles are coloured based on their local alignment, as in Fig. 7.1-C. Interestingly, even for this highly heterogeneous system particles manage to self-organize and achieve flocking, albeit after a very long relaxation time. As time advances, growing regions of coherent motion emerge (panel 2), but a localized part of the hexagonal structure remains persistently disordered (the lower-left quadrant of the hexagon on panel 3). This is the area that displays the highest differences of preferred speeds, which makes flocking harder to reach. Eventually, the system finds a way to fully self-organize and the groups starts moving collectively. In the case shown, it advances in a curved trajectory due to the random accumulation of faster particles at one side of the structure. A salient feature of the final quasi-ordered state is that it can never reach the stationary solution where all particles are fully aligned. This is because the orientation of faster particles must oscillate strongly so they can remain cohesive with their slower neighbours. The ability displayed here by the AES model to self-organize even in highly heterogeneous situations opens the possibility of constructing a rich variety of active solids that produce diverse collective dynamics by assembling groups of particles with different individual characteristics, or the possibility to control a swarm of heterogeneous robots whose hardware design or control rules allow to exhibit the desired dynamics.

7.7 Summary and discussion

We have identified in this chapter the elasticity-based mechanism at the basis of MDMC, the motion control method we propose for flocking with implicit information transfer, and we introduced the AES model to illustrate it. Up to now, the only existing theoretical framework in statistical physics that explains how systems achieve flocking was either based on
the Vicsek model (Vicsek et al., 1995), which uses explicit information transfer, or on the active hydrodynamic theory introduced by Toner and Tu (1995). Our work develops a very different theoretical framework, providing a simple alternative mechanism for flocking that is based on implicit information transfer and elasticity instead of explicit information transfer or momentum transfer and requires no exchange of orientation information. We found only one other system that can display flocking under similar conditions: the model introduced in (Szabó et al., 2006) to study the collective migration of tissue cells. As we explained in Section 7.5, though, this model is not applicable to non-holonomic robots as it requires robots sliding sideways.

The relevance of aligning interactions for achieving flocking has been a long-standing issue in the statistical physics field. Only a few studies have considered systems where particles align and move collectively without exchanging orientation information, and their underlying mechanism remained unexplained. In fact, seminal work by Grégoire et al. (2003); Grégoire and Chaté (2004) suggested that flocking is not possible in minimal models without aligning interactions. Our studies show that their model does not converge to flocking when aligning interactions are turned off because of two reasons. First, it considers particles with constant speed. As shown above, this is enough to prevent the elasticity-based mechanism from achieving flocking in the AES case, and this is the reason why motion control methods such as MIMC do not achieve flocking in robotics (see Chapter 6). Second, their particles switch to the next desired orientation in one time-step, instead of integrating Eq. (7.2), an assumption that obviously is not valid in robotics. This instantaneous relaxation can stop energy from smoothly flowing to lower energy modes and from developing growing regions of coherent motion.

To the best of our knowledge, this work is the first to combine the theories of elasticity and flocking. An appealing aspect of the AES approach is that it is well-suited for analytical studies. In addition to the stability calculations described in this chapter, we can envision stochastic differential equation analyses determining the critical noise and Kolmogorov-style energy cascading arguments describing the self-organization dynamics. These could in turn help develop our fundamental understanding of flocking and of the more general class of nonequilibrium, self-organizing systems where energy is injected at the smallest scales, which are highly relevant for the design of self-organizing artificial systems such as swarm of robots as well as for the behavioral study of biological systems.
Chapter 8

Conclusions and future work

In this chapter we summarize the main contributions of this dissertation and we present future direction concerning the study of information transfer in large swarms of autonomous robots.

8.1 Contributions

In this dissertation, we performed small but significant steps in the context of flocking, which studies the cohesive and coordinated motion of large swarms of robots. The coordinated motion of robots can lead to several advantages compared to having robots moving individually, such as: improved exploration and data acquisition, promoted by the capability of a swarm to cover larger areas and to share information acquired by individual robots; energy-efficient navigation, promoted by the realization of specific aerial or underwater robot formations (Newton, 2010; Hoare et al., 2000); and fault-tolerant exploration of dangerous locations, promoted by redundancy of hardware and behaviors.

We focused on information transfer, a key concept for the understanding of collective motion (Sumpter et al., 2008) and for its design. We showed that, through the design and the analysis of information transfer, it is possible to obtain collective behaviors (in our case flocking and collective transport) with the desired macroscopic characteristics. We developed design methods to achieve both explicit and implicit information transfer within a swarm of robots. In explicit information transfer, robots share directional information using a communication device; in implicit information transfer, we only require robots capable of sensing each others’ relative position and bearing. We thoroughly studied the proposed methods in simulation by comparing them with state-of-the-art methods, and we performed empirical validation on real robots. Additionally, we also analyzed implicit information transfer, whose underlying mechanism is the most complex of the two, using tools of statistical physics.

In the next section, we highlight the other directions that can be taken following the
footsteps of the work carried out in this dissertation.

8.2 Future work

We believe that the study of information transfer is important for better understanding and designing flocking as well as other swarm robotics collective behaviors. We now highlight which future work can be done under this perspective.

Information-theoretic study  Information-theoretic metrics have been proposed for measuring information transfer in complex networks (Lizier et al., 2008) and more recently in swarms (Wang et al., 2012). These metrics measure the mutual information between the state (in the case of flocking, the orientation) of one agent at a given time and the state of another agent at a time in the future, and they incorporate a sense of directionality to represent the transfer from a source to a target. Using these metrics, it is possible to assess which agents transfer more information, and at which spatial (local, global, scale-free, etc . . . ) and time scales the process takes place. One possible investigation involves using information transfer metrics to assess at which spatial and time scales the process takes place for each of the different mechanisms we used in this dissertation and in each environmental conditions. For instance, we hypothesize that information transfer can be maximized and linked to a global (collective) scale when the swarm is close to a phase transition between disordered and ordered motion. Sumpter et al. (2008) has shown this is the case for the collective motion of living organisms, and corresponding to these situations the swarm exhibit its maximal potential in terms of flexibility and robustness.

Automatic design of flocking mechanisms  In this dissertation, we used hand-coded design methods to achieve flocking with a swarm of mobile robots. Future research could aim at using automatic design method, such as genetic programming / grammatical evolution (Ferrante et al., 2013a) or standard evolutionary robotics (Nolfi and Floreano, 2004), to investigate whether different control components and information transfer mechanisms would lead to optimal swarm-level flocking, and to compare the evolved solutions with the ones considered in this dissertation. It would be interesting also to design an evolutionary robotics experiment in order to answer to the following, more biological question. As reported in Section 2.1.1, biological systems that organize into flocking (such as birds) are composed by non-related individuals that maximize their individual fitness rather than the collective fitness. Thus, it would be interesting to investigate what are the factors that promote the evolution of flocking behaviors given the hypothesis that group fitness (such as the order considered in this dissertation) cannot be maximized, but only relying on the maximization of individual fitness. This involves designing experiments in which robots have to perform some individual tasks,
and investigate for which tasks/conditions collective motion can evolve. One example of this fitness function can be the one that rewards robots that can “catch” other robots, and punishes robots that are “caught” by other robots. This setting would validate the biological system consisting of locusts (Bazazi et al., 2008; Romanczuk et al., 2009), that are shown to evolve into collective motion due to their cannibalistic instinct and escape-pursuit types of interactions.

**Automatic design of information transfer** Another interesting direction could be to use artificial design method to find individual-level strategies that maximize information transfer. Indeed, Sumpter et al. (2008) and other recent studies (Cavagna et al., 2010) have shown that information transfer can lead to flexibility in moving animal groups, such as to the capability of quickly reacting to local perturbations (for instance a predator) at the level of the swarm. They showed that those systems have this property when information transfer is maximized. Cavagna et al. (2010) also showed that these system have powerlaw-type correlations among the states (i.e., the orientations) of the different individuals in the swarm. From the engineering perspective, it can be very useful to be able to replicate artificially the same levels of flexibility found in natural swarm. In an initial exploration, this could be achieved for instance by using the correlation functions used by Cavagna et al. (2010), or the information-theoretic metrics introduced by Lizier et al. (2008), as functions to be maximized by an artificial design method.

**Modeling** A further direction of study is modeling the mechanisms used in this dissertation using known theoretical frameworks, such as stochastic differential equations, in order to complement the analysis presented in Chapter 7. As an example, it could be possible to use Langevin and Fokker-Planck equations (see Section 2.2.3) or, as suggested in Chapter 7, Kolmogorov-style modeling. Using the former, it would be possible to model both the mesoscopic (between micro and macro) and the macroscopic process. These models could give us useful predictions in terms of whether, for instance, a new implicit information transfer would produce flocking and under which conditions, or could also predict the convergence times of the different methods. In general, modeling would be useful to further develop our understanding of flocking as a non-equilibrium, self-organizing system, to predict its dynamics under different conditions and to improve our capability to design successful methods.

**Information transfer in other collective behaviors** We believe that, beyond flocking, information transfer is a central process that can lead to other self-organized collective behaviors with the desired macroscopic properties. To test this hypothesis, information transfer experiment can be performed, for instance, in synchronization and/or in aggregation. In synchronization, robots need to agree on a common phase (as done in
Christensen et al. (2009)) or frequency. In the latter case, we can study a setting in which few informed robots could establish a communication channel by choosing a transmission frequency and imposing it to the rest of the swarm. In aggregation (Garnier et al., 2005), robots need to agree on a common gathering area in the environment. Typically, these experiments consider either a fully informed swarm (Garnier et al., 2005), in which all robots detect the presence of a shelter in the environment, or fully uninformed swarms (Soysal et al., 2007), in which no robot can detect features of the environment but where they have to aggregate in a random location. A possible experiment here would involve designing a swarm in which few individuals can detect the presence of a shelter, as in Garnier et al. (2005), while the majority of the swarm is uninformed and can aggregate only based on social clues, as in Soysal et al. (2007). In this case, a possible research question is how can we design an implicit information transfer strategy in aggregation in order to make the swarm meet at a given goal location perceived only by few informed robots.
Appendix A

The robot and the simulation platform

In this appendix, we describe the tools utilized to carry out the experiments described in Chapter 4, Chapter 5 and Chapter 6.

A.1 The foot-bot and the implementation

Here, we first introduce the hardware used to carry out the experiments. We then explain how the sensors are used to obtain the sensing capabilities needed by the different control components.

A.1.1 The foot-bot

The foot-bot robot is a modular robot composed of many sensors and actuators, collectively referred to as modules. Each module is controlled by a dedicated dsPIC micro-controller. The foot-bot is equipped with a main processor board, a Freescale i.MX31 ARM 11 low-energy 533 MHz processor running linux. The main board features 128 MB of DDR RAM and 64 MB of flash. The dsPICs on the modules communicate with the central processor asynchronously using a common bus and the ASEBA software platform (S. Magnenat, 2011).

Figure A.1 shows a picture of the foot-bot where only the sensors and the actuators used in this dissertation are marked. The foot-bot is 29 cm tall and has a radius of 8.5 cm. Its weight is 1.8 Kg. It uses a lithium polymer battery with very long duration and that can be hot-swapped during an experiment thanks to the presence of a super capacitor. The complete list of robot’s sensor and actuators is the following:

- Two differential drive treels, a combination of tracks and wheels, are used for locomotion in normal and rough terrains.

- A turret actuator allows a plastic ring with 12 RGB LEDs and a gripper to rotate almost 360 degrees around the Z axis of the robot. The ring is used both to emit light with
different colors and as a docking mechanism for another foot-bot. In fact, the gripper is especially designed to fit this specific plastic ring and to hold into it while open.

- 24 infrared sensors, that are evenly distributed around the foot-bot’s body, have two functionalities. First, as a proximity sensor, they can detect obstacles in close range (5 cm). Second, as a light sensor, they can measure the intensity and the direction of the ambient light, even when placed far away from the robot. In our experiments, we use these sensors only as a light sensor.

- 4+8 additional infrared sensors, also referred to as ground sensors, are located underneath the robot, between the two tracks and on the outside part, respectively. They are used to detect the color of the ground in the gray scale.

- Two Pixelplus 2.0 MegaPixels CMOS cameras provide basic visual information. The first camera is located in the above part of the robot, in the center. It point upwards towards a mirror located at the top of a glass tube. This provides the foot-bot with omni-directional vision capabilities. The second camera is also located on the top but in a non-central position, and can be installed to either look upwards towards the ceiling or forward along the $X-Y$ plane.
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- A rotating scanner, composed of two short and two long distance scanners, is used to measure distances. It can detect distance to obstacles very precisely, at the expenses of a poor 360 degrees resolution due to the limited rotation speed.

- A range and bearing (RAB) sensing and communication board is the device used for explicit information transfer in this dissertation. It is composed of 20 infrared transmitters, of 12 receivers, and of a radio communication device. The infrared transmitters and receivers have two functionalities. First, they are used to detect the range and the bearing of neighboring foot-bots. Second, they are used to manifest the presence of the focal robot to neighbors, in order to emulate local communication. In facts, the radio mechanism resorts to broadcast communication, which in principle violates swarm robotics principles. However, local communication is achieved by combining radio with infra-red sensors: a radio message is accepted by the focal robot’s neighbors only if an infrared beam is also received by the neighbor during the same time slot, as this indicates that the two robots are next to each other. The communication device has a limited bandwidth, but it is relatively noise free.

- A three-axes accelerometer and a three-axes gyroscope installed on the left treel.

A.1.2 Flocking with foot-bots

We explain here how the different algorithms described in Chapter 3 have been implemented on both simulated and real foot-bots.

**Proximal control** This component is realized using the RAB sensing and communication board to measure the relative range and bearing of the focal robot’s neighbors.

**Alignment control** This component requires the focal robot to sense its own orientation. Since the foot-bot is not equipped with a compass sensor, the same functionality is realized as follows. A light source, placed in a fixed position in the environment, is used to define a reference frame common to all robots. The orientation of a robot is defined as relative to this common light source. Thus, the focal robot measures its own orientation with respect to this reference frame by using the on-board light sensor. It then communicates to its neighbors either its own orientation or a different angle by using the communication unit present in the RAB, depending on the communication strategy that is used (see Section 3.4).

**Goal direction** In the experiment with informed robots, the goal direction is externally provided and always expressed with respect to the fixed light source.

Note that, in some experiments described in Chapter 6, the light sensor has not been used at all as some robots (non-informed robots that do not use alignment control) do not need this type of information.
A.1.3 Collective transport with foot-bots

In collective transport, the irregularly shaped object that foot-bots must transport is the hand-bot robot (Bonani et al., 2009), which remains passive during the entire duration of the experiment.

We use more sensors and actuators compared to flocking. More precisely, we used: i) the light sensor to measure the focal robot’s orientation as in flocking; ii) the distance scanner to obtain the distance and the angle from the focal robot to objects (i.e., obstacles) (Magnenat et al., 2010); iii) the RAB system for explicit information transfer; iv) the gripper to physically connect to the hand-bot to be transported; v) the turret actuator that, when set to active mode, can actively rotate the gripper and that, when set to passive mode, can passively rotate in accordance with the speed of the wheels and the dynamics of the compound; vi) the wheels actuator to independently control the speed of the left and right wheels.

To implement motion control, we considered the robot attached to the left of the hand-bot as the left wheel of the compound system and the robot attached to the right as the right wheel. This assumes that the two robots have always the direction of the wheels axis parallel to each other, and this is achieved by setting the turret to active mode, which blocks the rotational degree of freedom of the gripper around its axis. Hence, the robot attached to the left of the compound sets both wheels speed to $N_L$ (left wheel speed computed by motion control), whereas the robot to the right sets both wheels speed to $N_R$ (right wheel speed computed by motion control). The robot at the center, instead, sets its left and right wheels consistently with the values computed by motion control ($N_L$ and $N_R$, respectively). Thus, we set the turret of the central robot to passive mode, as to allow its gripper to freely rotate in order to follow the dynamics of the compound and the ones imposed by the wheels.

A.2 The ARGoS simulator

The experiments described in Chapter 4, Chapter 5 and Chapter 6 have been carried out using a simulation tool called ARGoS, which stands for Autonomous Robots Go Swarming (Pin-ciroli et al., 2012). Argos is an open source simulator\footnote{ARGoS simulator, \url{http://iridia.ulb.ac.be/argos}, February 2013.} especially developed in the context of the Swarmanoid project.

The overall architecture of ARGoS is shown in Figure A.2. ARGoS has been developed with two key concepts in mind: flexibility and efficiency. Flexibility refers to the possibility to tune the experiments according to the needs. Efficiency refers to the possibility to perform experiments with large numbers of robots by keeping satisfactory run-time performance. Flexibility has been achieved through a modular design of the simulator: all components, such as robots, sensors, actuators, physic engines, visualization engines, etc … are plugins that can be freely selected. It is also relatively easy to design new plugins in order to achieve
the desired trade-off between realism of simulation and efficiency. In addition, efficiency in ARGoS has been pursued through parallelization, that is, multiple sensors or multiple physics engine can run in parallel on multiple cores. Parallelization of the physics engine has been achieved via partitioning of the simulated space into non-overlapping sub-spaces and assignment of each sub-space to a separate physics engine.

ARGoS has multiple physics engines, spanning from 2D to 3D, from kinematic-based to dynamic-based. In the experiments of this dissertation, a two-dimensional dynamics engine called Chipmunk has been used.

In ARGoS, it is also possible to seamlessly port controllers from simulation to real robots. This is achieved via a control interface (Figure A.2), which is an abstraction layer between the controller and the sensors/actuators. Cross-compilation is then used to compile the controller on the different platforms: simulation (PC) and real robot. As a matter of facts, all the experiments in this dissertation have been performed with controllers that were identical in simulation and on the real robots.

Figure A.2: Architecture of the ARGoS simulator. The image has been extracted from the work of Pincirolli et al. (2012), with permission of the author.

---
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